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Motivation: Radiation might become the overall bottleneck in the future
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Radiation “hack” Full radiation ACRANEB2
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Initial study (autumn 2016)
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Continued studies (autumn 2016 — Feb 2017)

Apporximate time portions of ACRANEB2
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full code TRANST & rest

Split TRANST in three parts:
(1) Descending

(2) Ascending

(3) Triangular

B ACRANEB2
B “Rest”
TRANST
B descending (1)
B ascending (2)
triangular (3)

[ | preparation loop
prefix-sum loop
other SIMD loops

[ | fat loop

(1).(2).(3) (3) loops

Triangular part is further split into:

N Small preparation SIMD loop

N Prefix-sum: >100% BW on BDW, close to peak on KNL
N Other loops, mostly SIMD loops

N Focus on the fat loop .
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Complete ACRANEB2 dwarf (small + large testcases)
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Splitting of TRANST (small + large testcase)
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Zoom In on fat loop in TRANST3

ops #ops inloop

POW 22
EXP 8

¥ characterized by these operations (one iteration): g2~ I
“ Fat: DP arithmetic intensity ~8-12 FLOPS/Byte  Div 48
~ ~60-80% of TRANST3 time in this loop U el
ADD 454

MAX 24

4 decimals reproduced in results depending
on choice of math library and compiler flags

< We did not question the mathematical physics of the problem
< Did only a few algebraic re-writes reducing #DIV and #SQRT
Y maintained same results (at least 9 decimals)

< Performance is pretty good, e.g. sustaining
>1 TFLOP/s with “MKL svml [a” on Knights Landing, ~48% of peak

-
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Zoom on TRANST - performance across platforms
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Investment In software vs hardware

~ Largest ACRANEB2 testcase (400x400x80) that the original
code could fit into the 64Gb of RAM available on one node:

Time-to-solution Memory
Code E5-2680v1@2.7 E5-2697v4@2.3 KNL 7250@1.4 E5-2697v4@2.3
Baseline 375%
Version 0 144% 100% 100%
Refactored 2.87% 0.85% 0.54% 17.4%
ACRANEB2 (400x400x80)
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Motivation: Radiation might become the overall bottleneck in the future...

Conclusion: ... but software re-factoring allows us to do much more
physics under the fixed constrains on time-to-solution
and hardware investment.

Forecast Time = Physics + Dynamics, NEA 120x1080x65 bUt iS It Sufficient’7
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Radiation “hack” Full radiation ACRANEB2 Re-factored 10
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Perspectives — an example

ESCAPE “Performance Metrics” by Andreas Miuller, ECMWEF:
Goal for 2025: 5 km model using 50 secs/1000 time steps on radiation

Required mem BW to do loop in 2 micro seconds

W Translates into requirements
on radiation implementation: 3.00

. 2.50
~2.5 micro seconds per column, ,

< With ACRANEB2, the transt3 £ 150
@ 1.00

fat loop alone must sustain 0.50
> 20 TFLOPSIs 0.00
> 2.5 TBytels

Required flop rate to do loop in 2 micro seconds

65 80 200
column length KLEV
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TFLOPS/s
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Perspectives (2)

Assuming algorithm (the operations) is fixed, what is the requirement to HW
given fixed constraint on time-to-solution ?

W Strong scaling on dynamics will impose constrains on min. #columns/node

W Exa-scale projections: ~1 TBytes/s and ~2 TFLOPSI/s per node with
~1000 cores/node

W At least 1 column per core or thread KLEV PBytes/s PFLOPS/s
l.e. columns/node > 1000. 65 0.28 2.4
80 0.43 3.6

200 2.7 22.3

@1000 columns/node

Required flop rate to do loop in 2 micro seonds Required mem BW to do loop in 2 micro seonds

PFLOPS/s

100 1000 100 1000

columns / node columns / node 12
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columns /512 kbyte

Continued studies (autumn 2016 — Feb 2017)

Recap on costs:

100.00

Operation Energy [pJ] Time [nsec]
64 bit FMA 200 1
Read 64 bits from cache 800 3
Read 64 bits from DRAM 12000 70

Local stack arrays and argument arrays

Local, transt3

10.00
\ — Local, transt
Arguments, transt3
== Arguments, transt

1.00

0.10

60

80

100 120 140 160 180 200

KLEYV, column length
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Phenomenological modelling, metricl: flops

W Use tools (craypat, advisor, sde) to count flops for the math operations
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Phenomenological modelling, metricl: flops

“ Cross-compare model with measurements, reasonable results but only
useful for coarse grained projections, deviations in percent.

HW
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48% of peak performance
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Roofline, phenomenological, metric: flops

“ Alas, limited insight into the real

performance bottlenecks, flops does not
represent a good metric for Pmax in this
particular case.

Double precision performance [GFLOP/s]
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Phenomenological modelling, metric2: cycles

“ Benchmark or lookup (a few architectures are documented):

v4-ha
Add 0.47
Mul 0.47
Div 419
Sqrt 4.07
Exp 5.56
Log10 6.89
Pow 20.88

v4-la

0.47

0.47

3.13

3.97

3.72

5.7

11.92

vd-ep

0.47

0.47

2.45

3.58

3.35

5.19

10.49

KNL-ha

0.47

0.47

1.95

1.8

2.53

3.42

9.87

KNL-la

0.47

0.47

1.42

1.51

2.23

2.99

7.94

KNL-ep

0.47

0.47

1.16

1.08

1.78

2.26

4.85

~ But how do we find the critical path for the remaining operations and
how do we handle the “complex math”, assume no overlap or ?
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