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Probabilistic forecasting 
in FROST-2014

Goal: 
- Regional meso-scale ensemble forecast products in winter complex terrain 
environment
- To deliver probabilistic forecasts in real time to Olympic weather forecasters and 
decision makers

Contributing probabilistic systems:
- FDP: COSMO-S14-EPS, Aladin LAEF, GLAMEPS, NNMB-7km EPS, 
- RDP: COSMO-RU2-EPS, HARMON-EPS, KMA’s downscaling of probabilistic 
forecasts, Poor man’s ensemble of deterministic high-resolution models

HIRLAM contribution:
➔ Raw GLAMEPSv1 - FDP
➔ Calibrated GLAMEPSv1 for venues – RDP but delivered in real time
➔ HarmonEPS – RDP but run in real time

OLYMPIC TEST PERIOD: 20140115 - 20140331



HIRLAM (EPS) contribution to FROST

2011: 
●GLAMEPS semi operational (FDP). Technical work in setting up Harmonie to 
run in ensemble mode (RDP)

2012:
●Providing GLAMEPS results routinely (FDP) – Delivery of GLAMEPS  to 
FROST from September 2012.
●Run HarmonEPS experiments for the area of Sochi.
●Calibration of EPS forecasts (RDP).

2013: 
●Run HarmonEPS for the area of Sochi and provide output
●Calibrated forecasts for venues



 

GLAMEPS_v1 for the 
“synoptic” scales: 

54 ensemble members:
• EC DET (1) +
• HirEPS_S (12+1) +
• HirEPS_K (12+1) +
• AladEPS (13) +
• EC EPS (14) = 54

Forecast range: 54h

• 06 and 18 UTC (EC 00 and 12 UTC)

~11 km resolution
Aladin: 629x529, 11.8 km, L37
Hirlam: 646x492, 0.10° (11,1 km), L40

Runs as Time-Critical Facility at ECMWF 

Black frame: Aladin domain
Red domain: Hirlam domain and common 
output domain



 

GLAMEPS_v1 for the 
“synoptic” scales: 

Alaro component:
• 6h CANARI-cycle with conventional 

data
• 3D fields uppdated 00h and 12h

HIRLAM component:
● Two different choises for parameterization 

scheems:
● HirEPS_S (STRACO)
● HirEPS_K (Kain-Fritsch/Rasch-

Kristjansson)
● Two controls with 3d-Var
● Other members have surface 

assimilation cycle
● Stochastic physics since 6. February 

2013
● Perturbed surface observations since 

29. January 2013

Black frame: Aladin domain
Red domain: Hirlam domain and common 
output domain



HarmonEPS: set-up

• A convection-permitting EPS, ~2.5 km for Sochi-area

• 2.5 km resolution

• +36 h lead time.

• 3D-Var and 6 h cycling for the control, 

• HarmonEPS every 12 h, main hours 06UTC and 18UTC. 

• Surface assimilation included for every member.

• 12 + 1 members, all with AROME

• Boundaries from IFS ENS, 6h old for 06UTC and 18UTC, fresh for 00UTC 
and 12UTC

• 2 week spinup of control before start of period



HarmonEPS
Integration area

640 x 500 points



HarmonEPS -
runtime characteristics

• Total runtime 06- and 18 UTC (+36h) ~ 42-43 min. Total number of nodes: 
301 (max).

• forecast part ~ 30 min., rest is assim., boundaries. etc.

• Each forecast on 22 nodes (each with 16 physical, 32 logical CPU's).

• nprocx=14, nprocy=25, and 2 OpenMP threads per MPI task

• (=hyperthreading, meaning 32 logical tasks per node, -> 16 MPI * 2 
OpenMP).

• Forecast for each member using dedicated I/O server

• In addition one Listener-node (Listen4Makegrib) for each member.







Performance of operational
raw GLAMEPSv1 and prototype

HarmonEPS for Sochi
Winter Olympic Games

Computed against observations 
and compared to IFS ENS

Using HARP
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• Probabilistic forecasts for 31 locations

– Temperature, winds, precipitation

– Goal: Frequently updated forecasts -  every hour!

– 06 UTC runs, 20140115 - 20140331

Calibrated GLAMEPSv1 for the Sochi Olympics



    Calibration method temperature:
● Correct bias by weighting the bias from the last couple of days
● Update with latest observation
● Adjust ensemble spread to be in line with RMSE

Calibration method wind:
● Correct by scaling up or down

Calibration method precipitation:
● Correct by scaling up or down

 



Calibrated
GLAMEPSv1
on yr.no





Temperature - mae
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Temperature – reliability -5



Wind speed – ETS



Wind speed – mae



Precipitation – reliability



Precipitation – ETS



HIRLAM (EPS) contribution to FROST

2011: 
●GLAMEPS semi operational (FDP). Technical work in setting up Harmonie to 
run in ensemble mode (RDP)

2012:
●Providing GLAMEPS results routinely (FDP) – Delivery of GLAMEPS  to 
FROST from September 2012.
●Run HarmonEPS experiments for the area of Sochi.
●Calibration of EPS forecasts (RDP).

2013: 
●Run HarmonEPS for the area of Sochi and provide output
●Calibrated forecasts for venues



HIRLAM (EPS) contribution to FROST

But still to do:

● Run Alaro component

● Rerun with surface perturbations
● Idea: use difference between HarmonEPS 2.5 km and Harmonie 1km 

(Sami) field of eg soil moisture as perturbation (– but area is smal). 

● And last but not least: Analyze results  



HarmonEPS: status of CA development









Thank you



HarmonEPS: Perturbation strategies

Initial condition perturbations:
●  Perturbations from EC EPS
●  Humidity perturbations: humidity in SVs, use of MSG cloud mask 
●  Later LETKF/EnVAR/4DEnVAR

Lateral boundary perturbations:
●  Tested EPS (T639) vs EPS (T1279)
●  Difference between deterministic runs / SLAF

Model error
● Multi-physics
● SPPT
● physics parameter perturbations
● Stochastic perturbations for critical threshold for autoconversion (cloud drops → 

rain drops). Improve freezing computation of supercooled clouds, and apply 
stochastic perturbations to freezing probability per unit time

● Introduce "stochastic physics" on process level, rather than multiplying the total 
physical tendencies

● Use Cellular Automata (CA)

Surface uncertainties (e.g surface parameters: soil moisture, albedo, snow, SST,.. and

momentum, heat and moisture flux parameterizations)

Initial condition perturbations:
●  Perturbations from EC EPS
●  Humidity perturbations: humidity in SVs, use of MSG cloud mask 
●  hybrid 3D-VAR: end 2014. Exps with nr of ens members, domain size. 
● => 4DEnVAR

Lateral boundary perturbations:
●  Tested EPS (T639) vs EPS (T1279)
●  Difference between deterministic runs / SLAF 

Model error
● Multi-physics
● SPPT
● physics parameter perturbations: learn from experiences LAEF
● stochastic perturbations in several (microphysics, cloud) parametrizations
● Introduce "stochastic physics" on process level, rather than multiplying the 

total physical tendencies
● Use Cellular Automata (CA)

     Surface perturbations: soil moisture, snow, SST, exchange coefficients



CA seems to be too active at 2.5 km, needs tuning of time/space scales and CAPE
threshold
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