
1. Introduction
The Earth radiative budget, which is the primary driver of Earth's climate, is largely governed by clouds, whose 
response to global warming remains the largest source of uncertainty in the estimation of the effective climate 
sensitivity (the change in near-surface temperature resulting from CO2 doubling) by state-of-the-art general cir-
culation models (GCMs) (Zelinka et al., 2020). In the shortwave (SW), clouds tend to cool the Earth by reflecting 
solar radiation. On the contrary, clouds trap longwave (LW) radiation emitted by the surface, which tends to warm 
the system. The cloud radiative effect (CRE, Charlock & Ramanathan, 1985), defined as the difference between 
net radiative fluxes in cloudy and clear-sky conditions (either at the top of atmosphere [TOA] or at the surface), 
quantifies these counteracting cooling and warming effects. The best estimations from a combination of satellite 
(Loeb et al., 2018) and ground measurements (Wild et al., 2019) suggest that CRE is about −47.7 W m−2 in the 
SW at TOA (−56 W m−2 at the surface) and 28 W m−2 (both at TOA and at the surface) in the LW, meaning that 
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clouds overall cool the system. Although in average GCMs reproduce these observations well, significant dif-
ferences exist among the CRE simulated by 38 individual GCMs participating in the sixth phase of the Coupled 
Model Intercomparison Project (CMIP6) as reported by Wild (2020). Indeed, the SW CRE at TOA ranges from 
−41 to −60 W m−2 (−43 to −63 W m−2 at the surface) while the LW CRE at TOA ranges from 19 to 29 W m−2 
(22 to 30 W m−2 at the surface). This points to the long-standing difficulty to simulate clouds and their radiative 
effect, and makes questionable the capability of GCMs to predict how CRE might be altered in a warmer climate.

Several factors can explain these inter-model discrepancies: differences in total cloud fraction (Nam et al., 2012; 
Vignesh et al., 2020), location of the clouds, diurnal or seasonal cycles of the clouds, cloud optical properties 
(Engström et al., 2014; Hu & Stamnes, 2000), radiative treatment of cloudy layers (Costa & Shine, 2006; Pincus 
et al., 2003) or even surface albedo (Hourdin et al., 2013). Although there are many reasons for clouds to differ 
amongst GCMs, due to differences in the physical parameterizations trying to catch the complex and unresolved 
physical processes of cloud formation and evolution, it is worth pointing out that even with identical clouds (same 
spatial distribution, cloud fraction, amount of condensate etc.), distinct GCMs may predict distinct CRE. This 
stems from the fact that CRE fundamentally depends on the way cloudy layers are treated in the radiative scheme 
of each model (e.g., Fouquart et al., 1991), and how their bulk radiative properties—namely transmittance, re-
flectance and absorptance—are computed.

Generally GCMs rely on one-moment microphysical schemes, meaning that only the hydrometeors water con-
tents (liquid, ice, rain, snow etc.) are prognostic variables. It implies that the number concentration N of cloud 
particles, and consequently the effective radius reff of the hydrometeors (the ratio of the third moment to the 
second moment of the particle size distribution), are simply diagnosed from the liquid water content (LWC) 
and ice water content (IWC) (most often along with a prognostic aerosols mass concentration (e.g., Boucher & 
Lohmann, 1995). Hence radiative transfer schemes in GCMs essentially take as inputs vertical profiles of LWC, 
IWC, cloud fraction, and aerosol concentration, and rely on a succession of assumptions to compute radiative 
fluxes based on this limited information. In addition, for computation cost reasons, the radiative calculations are 
performed in a limited number of spectral bands, in which the single scattering properties (SSPs) of clouds are 
considered constant. This number can range from a single one (Geleyn et al., 2017) to a dozen (as in the Rapid 
Radiative Transfer Model for General Circulation Models Applications [RRTMG; Clough et al., 2005], which is 
implemented in several GCMs). Computing the bulk radiative properties of clouds thus requires two preliminary 
steps: (a) treating the vertical overlap of cloud layers and their subgrid horizontal and vertical heterogeneities; 
(b) parameterizing cloud optical properties for given LWC and IWC. The latter generally includes the parameter-
ization of reff on the one hand, and the computation of the band-averaged cloud SSPs—that is, the fundamental 
quantities describing the optical characteristics of a cloudy layer, which are detailed below—on the other hand. 
The question of cloud overlap has been the focus of many research studies (Di Giuseppe & Tompkins, 2015; Ge-
leyn et al., 1979; Hogan & Illingworth, 2000; Räisänen et al., 2004; Sulak et al., 2020). Subgrid heterogeneities 
have also been extensively investigated over the past 20 years (Barker et al., 2002; Jouhaud et al., 2018; Pincus 
et al., 2005; Shonk & Hogan, 2008), including their effects on the intensity of subgrid 3D radiative effects (Barker 
et al., 2016; Hogan et al., 2016). Regarding cloud SSPs, most recent studies focused on the ice clouds (Edwards 
et al., 2007; Baum et al., 2011; Yang et al., 2013; W. Zhao et al., 2018), probably because clouds made of spher-
ical droplets have been considered as largely understood. The parameterization of liquid cloud SSPs has indeed 
received limited attention since the seminal works of Fouquart and Bonnel (1980), Stephens (1978) and Slingo 
and Schrecker (1982), although the choice of these SSPs has been shown to alter CRE computations (Fouquart 
et al., 1991; Freidenreich & Ramaswamy, 2005). This impact is much stronger in the SW than in the LW, because 
multiple scattering makes the bulk radiative properties very sensitive to SSPs. For the aforementioned reasons the 
present study only tackles the SW radiative properties of liquid clouds.

The interactions of spherical cloud particles with solar radiation is well described by the Lorenz-Mie theory (Van 
De Hulst, 1968), which applies to particles comparable in size to the wavelength of incident radiation. This theory 
provides the SSPs of a spherical particle, in particular the extinction efficiency Qext, the asymmetry parameter g, 
and the single scattering albedo ω. Qext determines the fraction of the geometrical cross sectional area that con-
tributes to light extinction. g is the average cosine of the deviation angle of the scattering phase function, the latter 
describing the angular distribution of scattered light. g is used here instead of the full scattering phase function, 
because most GCMs rely on two-stream radiative transfer codes which only use g (Fouquart & Bonnel, 1980; 
Meador & Weaver, 1980). ω quantifies the contribution of scattering to the total extinction. The single scattering 
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co-albedo 1-ω hence quantifies the contribution of absorption. These SSPs depend on the size of the particles, on 
the wavelength of incident radiation and on the refractive index of liquid water.

To compute cloud SSPs on given spectral bands, SSPs of individual droplets must be averaged over the cloud 
droplet size distribution (DSD) and across the spectral bands. Because SSPs strongly vary with droplet size and 
incident wavelength, and since the DSD is not resolved in a GCM simulation, computing these averages is not 
straightforward. This has given rise to a variety of parameterizations, generally giving the SSPs for individual 
spectral bands as a function of reff. These parameterizations implicitly assume a specific DSD. They also treat 
in different ways the spectral averaging issue. While g and Qext barely vary within spectral bands, the co-albedo 
(1-ω) can show significant variations (up to 100%) in a single band (Dobbie et al., 1999). Since the relationships 
between bulk radiative properties and the SSPs are highly nonlinear, using linear averages of 1-ω on each spectral 
band can lead to biases in bulk radiative properties. This issue was tackled with a variety of strategies, most of 
which aiming at minimizing the errors in flux computations (Chou et al., 1998; Edwards & Slingo, 1996; Espi-
noza, 1996; Räisänen, 1999). This stresses that spectral averaging has to be carefully considered when attempting 
to derive new SSPs parameterizations.

In practice, many parameterizations currently used in atmospheric models date back to the 80's and 90's (Ed-
wards & Slingo, 1996; Fouquart, 1988; Slingo & Schrecker, 1982; Stephens, 1978). They are used for instance 
in the radiative codes available in the Weather Research and Forecasting (WRF) model (Chou et al., 1998; Du-
dhia, 1989), in the Hadley Centre (Pope et al., 2000) and IPSL (Madeleine et al., 2020) climate models, and in 
the radiative scheme of the Integrated Forecasting System (Hogan & Bozzo, 2018; Manners, 2015). However, 
Nielsen et al. (2014) recently pointed out that using the parameterizations from Fouquart (1988) and Slingo and 
Schrecker (1982) can generate large biases compared to detailed Lorenz-Mie computations. This highlights the 
need for revisiting the parameterization of SSPs.

The estimation of reff from LWC also depends on an assumption on the DSD (Martin et al., 1994). In most cases, 
this underlying assumption is inconsistent with that used to derive the reff dependent SSPs, although generally 
none is explicit. For instance Slingo and Schrecker (1982) mention seven different DSDs used to derive their pa-
rameterization, but no details are revealed about how SSPs are averaged over these seven DSDs. This also holds 
for the parameterization of Hu and Stamnes (1993), who in addition use SSPs computed at specific wavelengths 
rather than averaged over bands. This same study concluded that the impact of DSD shape on SSPs could not 
exceed 6%, which was cited in subsequent studies as a reason not to focus too much on the DSD. However SSPs 
were only computed for a cloud with effective radius of 20 μm, and the differences in SSPs were not translated 
into errors in bulk radiative properties. In the present study, the DSD assumptions used for estimating reff and the 
SSPs, along with the spectral averaging, will be clearly stated.

The overarching objective of this paper is thus to estimate the uncertainties on CRE resulting from the assumption 
on the DSD and the spectral averaging strategy. To this end, a large set of SSPs parameterizations is developed, 
based on detailed Lorenz-Mie computations applied to well-defined DSDs, and various spectral averaging meth-
ods are used. These new parameterizations are meant to be made available to the community, to be used in place 
of the historical ones which can hardly be traced back to actual DSDs. These parameterizations are implemented 
in the radiative transfer code ecRad (Hogan & Bozzo, 2018) and combined to a consistent reff estimation to assess 
the overall impact of these choices on the simulated CRE. This sensitivity study is performed for several single 
column case studies of clouds, as well as for global outputs of a climate model. The paper is partitioned as fol-
lows. Section 2 provides complementary details about the DSD and spectral averaging issues. Section 3 describes 
how the parameterizations are derived and Section 4 shows the application of the newly developed parameteriza-
tions on cloudy atmospheres. These results are discussed along with perspectives in Section 5.

2. Theoretical Background
In this section we detail how the shape of the DSD affects the relationship between LWC and reff, and present 
the two types of DSDs used in this paper to represent clouds. In addition, preliminary ecRad simulations are 
performed to demonstrate that changing cloud SSPs parameterization in a radiative transfer code can make a 
difference in terms of the CRE. This is what initially motivated the present study.
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2.1. Parameterization of Cloud Optical Properties

Let us consider n(r), the cloud droplet number concentration per unit of cloud droplet radius r, hereafter called 
DSD. The total number concentration N is defined as:

𝑁𝑁 =

∞

∫
0

𝑛𝑛(𝑟𝑟)d𝑟𝑟𝑟 (1)

LWC is proportional to the third moment of the DSD:

LWC = 4
3
𝜋𝜋𝜋𝜋𝑤𝑤𝑁𝑁

∞

∫
0

𝑟𝑟3𝑝𝑝(𝑟𝑟)d𝑟𝑟𝑟 (2)

where p(r) = n(r)/N is the normalized DSD and ρw is the density of liquid water. The modified gamma and log-
normal distributions are commonly used to describe clouds DSD (Geoffroy et al., 2010; Misumi et al., 2018; C. 
Zhao et al., 2006). In this paper the following forms adapted from Miles et al. (2000) are used:
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, for modified gamma, (4)

where rn is the median droplet radius in Equation 3 and a nonphysical scaling radius in Equation 4, and Γ is the gam-
ma function. σ and ν are hereafter referred as shape parameters. Figure 1a shows these functions for various shape 
parameters but with a fixed reff of 10 μm. It highlights that distributions with identical reff can be practically very dif-
ferent. For these two DSDs, reff can be explicitly computed as a function of N and LWC. It takes the following form:

�eff =
( 1
�

)1∕3( 3LWC
4����

)1∕3

, (5)

where expressions for the parameter k are provided in Table 1. Hence k only depends on the shape parame-
ters σ or ν. Interestingly, Martin et al.  (1994) found a similar relationship between reff and LWC based on in 
situ observations in stratocumuli, and identified distinct k values for clouds over ocean and over land. They  

Figure 1. (a) Lognormal and modified gamma functions for different shape parameters (σ and ν correspond to the lognormal 
and modified gamma functions, respectively) but similar reff of 10 μm. (b) reff-LWC relation derived for 4 lognormal 
distributions from Equation 5. The solid lines correspond to N = 200 cm−3 and the dashed lines to N = 100 cm−3. The curves 
labeled Martin were obtained using the value k = 0.67, as recommended by Martin et al. (1994).
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recommend to use k = 0.67 over land, and k = 0.80 over ocean, which remain 
widely used values.

LWC and N are the usual variables provided to the radiative scheme. However 
Equation 5 highlights that an additional shape parameter is needed to compute 
reff. Figure 1b shows how reff varies with LWC for distinct lognormal distribu-
tions for N equal to 100 and 200 cm−3. σ varies from 0.2 to 0.9, which covers the 
field observations reported in Miles et al. (2000). A factor larger than two in reff 
is found for these extreme values, which correspond to k values of 0.88 and 0.09, 
respectively. Thus, neglecting the impact of the shape parameter on the effective 

radius results in an uncertainty, called reff-uncertainty hereafter. When k is not provided to the radiative scheme, the 
reff-uncertainty impacts the overall estimation of SSPs, and consequently alters the cloud bulk radiative properties.

reff has long been identified as the driving quantity for cloud SSPs since it is related to the volume-to-surface-area 
ratio of liquid droplets, a quantity that compares absorption (which occurs in the volume) and scattering (which 
occurs at the surface) and naturally arises in the derivation of single scattering albedo (Grenfell & Warren, 1999; 
Mitchell, 2002). However reff does not contain any information about the shape of the DSD. For instance, based 
on aircraft observations, Brenguier et al. (2000) demonstrated that a thin marine cloud (N = 50 cm−3) or a thick 
polluted one (N = 150 cm−3) with very distinct DSDs could have the same reff. Obviously such different clouds, 
despite having similar reff, have different SSPs. Neglecting the influence of the DSD shape when parameterizing 
SSPs in terms of reff thus results in a second source of uncertainty when computing bulk radiative properties, 
hereafter called SSP-uncertainty. This highlights that the DSD shape assumption is critical both for reff estimation 
and for the subsequent SSPs estimation in terms of reff. To remain consistent, the same assumption should be 
made for both steps. This will be carefully ensured in this study.

In practice, one objective of this study is to derive a set of cloud optical properties parameterizations in the fol-
lowing form:

𝑄𝑄𝑖𝑖
ext, 𝜔𝜔

𝑖𝑖, 𝑔𝑔𝑖𝑖 = 𝑓𝑓 𝑖𝑖(LWC, 𝑁𝑁,DSD shape, Spectral averaging method), (6)

where i refers to individual spectral bands and DSD shape corresponds to a set of lognormal and modified gamma 
distributions. By implementing these new parameterizations in ecRad, this paper aims at quantifying the contri-
bution of each uncertainty component on the estimation of CRE.

2.2. Preliminary Sensitivity Study

Before implementing the new parameterizations and to give a first hint of the 
impact of the choice of SSPs on cloud bulk radiative properties, preliminary 
radiative transfer simulations are performed on an ideal 1D cloud (having a 
vertically homogeneous LWC of 0.6 g m−3, see details in Section 4.1) with the 
radiative code ecRad (presented in more details in Section 3.4). In ecRad, two 
options are natively available to compute the SSPs from reff, namely Slingo 
(Slingo & Schrecker, 1982) and SOCRATES (Edwards & Slingo, 1996; Man-
ners,  2015). Both parameterizations are based on DSD observations dating 
back to the 70s (Hansen, 1971; Stephens, 1978). In addition, the parameteri-
zations of Nielsen et al. (2014), which was derived from rigorous Lorenz-Mie 
calculations, and that of Fouquart (1988), which uses also Mie calculations ap-
plied to a stratus cloud (described in Hansen, 1971), were implemented. These 
parameterizations are then used to simulate transmitted (at cloud base) and 
reflected (at cloud top) fluxes, as well as atmospheric absorption (in-cloud), 
as a function of reff (Figure 2). The optical thickness of the cloud is about 126 
(at the reference wavelength of 0.55 μm) for reff = 10 μm. Note that this exper-
iment is limited to the reff range of 4–16 μm, since the Slingo parameterization 
is not valid out of this range. The resulting differences can reach several tens 
of W m−2 for fluxes. The lower transmittance obtained with the Slingo param-
eterization compared to the Nielsen parameterization is in agreement with the 

Distribution function k reff

Lognormal 𝐴𝐴 𝐴𝐴−3𝜎𝜎2 𝐴𝐴 𝐴𝐴𝑛𝑛𝑒𝑒
3
2 𝜎𝜎

2

Modified gamma 𝐴𝐴 (𝜈𝜈2+𝜈𝜈)
(𝜈𝜈+2)2

rn(ν + 2)

Table 1 
Expressions of k for the Lognormal and Modified Gamma Distributions, in 
Terms of the Shape Parameters σ and ν

Figure 2. Transmitted, reflected and absorbed fluxes computed for an ideal 
cloud (details in Section 4.1) with the Slingo, SOCRATES, Nielsen and 
Fouquart SSPs parameterizations, as a function of reff.
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findings of Nielsen et al. (2014). Differences are hard to trace back to physical reasons because the way those param-
eterizations were developed (in particular regarding the reference DSDs that were used) is not sufficiently detailed 
in the reference papers. Nevertheless this highlights the importance of cloud SSPs parameterization and the need to 
assess in a transparent and consistent way its impact on simulated cloud radiative properties.

3. Methodology
This section details how the new parameterizations of cloud SSPs are derived, accounting for DSD shape and 
spectral averaging. In the end these parameterizations take the form of simple analytical formulas in terms of reff 
to facilitate their implementation in any radiative transfer code.

3.1. Computation of Average SSPs Over Droplet Size Distribution and Spectral Bands

Here we consider that reff has been estimated from LWC and N assuming a particular DSD. The following aims at 
expressing the SSPs in terms of reff, assuming the same DSD. The first step thus consists in reconstructing the full 
DSD based on reff and the shape parameter (σ or ν). This is straightforward, because rn can be expressed in terms of 
reff and the shape parameter (see Table 1). SSPs for individual droplet radius r and incident wavelength λ have been 
tabulated from Lorenz-Mie computations (using the Python module pymiecoated, based on Mätzler [2002], and 
the refractive index of liquid water from Hale and Querry [1973]). Figures 3a–3c show the variations of SSPs as a 
function of r and λ. A characteristic feature is the marked oscillations with r when r is close to the wavelength of 
the incident light. Figure 3f also highlights that the spectral variations are closely related to the spectral variations 
of the liquid water refractive index. For a given wavelength the SSPs are first integrated over the DSD as follows:

𝑄𝑄ext(�̄�𝑟𝑟 𝑟𝑟) =
∫ 𝑄𝑄ext(𝑟𝑟𝑟 𝑟𝑟)𝑟𝑟2𝑝𝑝(𝑟𝑟)d𝑟𝑟

∫ 𝑟𝑟2𝑝𝑝(𝑟𝑟)d𝑟𝑟
𝑟 (7)

Figure 3. Maps of (a) extinction efficiency (b) asymmetry parameter and (c) co-albedo as a function of radius and wavelength. (d) Solar spectrum from Kurucz (1994). 
(e) Spectral variations of 1-ω for r = 10 μm. Background shades in (d and e) correspond to ecRad spectral bands. (f) Imaginary and real parts of water refractive index 
(Hale & Querry, 1973).
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𝑔𝑔(�̄�𝑟𝑟 𝑟𝑟) =
∫ 𝑔𝑔(𝑟𝑟)𝑄𝑄sca(𝑟𝑟𝑟 𝑟𝑟)𝑟𝑟2𝑝𝑝(𝑟𝑟)d𝑟𝑟
∫ 𝑄𝑄sca(𝑟𝑟𝑟 𝑟𝑟)𝑟𝑟2𝑝𝑝(𝑟𝑟)d𝑟𝑟

𝑟 (8)

𝜔𝜔(�̄�𝑟𝑟 𝑟𝑟) =
∫ 𝑄𝑄sca(𝑟𝑟𝑟 𝑟𝑟)𝑟𝑟2𝑝𝑝(𝑟𝑟)d𝑟𝑟
∫ 𝑄𝑄ext(𝑟𝑟𝑟 𝑟𝑟)𝑟𝑟2𝑝𝑝(𝑟𝑟)d𝑟𝑟

𝑟 (9)

where 𝐴𝐴 𝐴𝐴𝐴 denotes the average over the DSD and Qsca corresponds to the fraction of the geometrical cross sectional 
area that contributes to the scattering of light. The integration is performed numerically by computing the SSPs 
on the interval 0.01–500 μm, splitted into 10 ,000 logarithmically spaced sub-intervals. This ensures that the os-
cillations pointed out in Figure 3 are properly captured. This configuration has been validated against the widely 
used code of Mishchenko et al. (1999).

The SSPs are then averaged over the spectral bands of the radiative code. This can be done as in Equation 11 of 
Slingo and Schrecker (1982), weighting the SSPs by the incident solar radiation at the top of atmosphere S(λ) 
(Kurucz, 1994) shown in Figure 3d:

𝑄𝑄ext(�̄�𝑟𝑟 �̄�𝜆) =
∫ 𝑄𝑄ext(�̄�𝑟𝑟 𝜆𝜆)𝑆𝑆(𝜆𝜆)d𝜆𝜆

∫ 𝑆𝑆(𝜆𝜆)d𝜆𝜆
𝑟 (10)

𝑔𝑔(�̄�𝑟𝑟 �̄�𝜆) =
∫ 𝑔𝑔(�̄�𝑟𝑟 𝜆𝜆)𝑄𝑄ext(�̄�𝑟𝑟 𝜆𝜆)𝜔𝜔(�̄�𝑟𝑟 𝜆𝜆)𝑆𝑆(𝜆𝜆)d𝜆𝜆

∫ 𝑄𝑄ext(�̄�𝑟𝑟 𝜆𝜆)𝜔𝜔(�̄�𝑟𝑟 𝜆𝜆)𝑆𝑆(𝜆𝜆)d𝜆𝜆
𝑟 (11)

𝜔𝜔(�̄�𝑟𝑟 �̄�𝜆) =
∫ 𝜔𝜔(�̄�𝑟𝑟 𝜆𝜆)𝑄𝑄ext(�̄�𝑟𝑟 𝜆𝜆)𝑆𝑆(𝜆𝜆)d𝜆𝜆

∫ 𝑄𝑄ext(�̄�𝑟𝑟 𝜆𝜆)𝑆𝑆(𝜆𝜆)d𝜆𝜆
𝑟 (12)

where 𝐴𝐴 �̄�𝜆 indicates the average on the spectral band. The linear averages displayed in Equations 10–12 are hereafter 
named thin averaging, after Edwards and Slingo (1996). Note, however, that alternatives for the spectral aver-
aging are introduced in the next section. For the spectral integral, 280 wavelengths are used, which corresponds 
to 20 linearly distributed wavelengths for each of the 14 spectral bands of ecRad (these bands are depicted in 
Figures 3d and 3e).

The reference SSPs have been computed for 8 different DSD shapes, namely σ = {0.2, 0.35, 0.65, 0.9} for the 
lognormal and ν = {1, 5, 15, 30} for the modified gamma. These ranges are consistent with the extreme values 
reported in Miles et al. (2000). For each shape the SSPs have been computed for 80 values of reff ranging from 
1 to 50 μm.

3.2. Spectral Averaging Methods

The co-albedo 1-ω features large variations across the SW, and within individual bands of ecRad. Figure 3e, 
which shows the spectral variations of 1-ω for r = 10 μm, demonstrates that 1-ω can vary by up to 3 orders of 
magnitude across a single spectral band. Since the bulk optical properties of scattering media are highly non-lin-
ear in terms of the SSPs, which is a consequence of multiple scattering, using linear spectral averaging as in 
Equations 10–12 may bias the estimated cloud radiative properties. This was already pointed out by Edwards and 
Slingo (1996), and is further explained below.

Neglecting the effect of gases, the reflectance and transmittance of a homogeneous cloud can be computed using 
the two-stream approximation (see Appendix A). They can be formally written as (expanded in Equations A1 
and A2):

𝑇𝑇 = 𝑇𝑇2𝑆𝑆 (𝜔𝜔𝜔 𝜔𝜔𝜔 𝜔𝜔)𝜔 (13)

𝑅𝑅 = 𝑅𝑅2𝑆𝑆 (𝜔𝜔𝜔 𝜔𝜔𝜔 𝜔𝜔)𝜔 (14)

where 2S stands for two-stream and τ is the optical thickness of the cloud of geometrical thickness H. By defini-
tion (Stephens, 1978; Xu et al., 1996):
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𝜏𝜏(𝜆𝜆) = 𝐻𝐻 ∫ 𝑄𝑄ext(𝑟𝑟𝑟 𝜆𝜆)𝜋𝜋𝑟𝑟2𝑛𝑛(𝑟𝑟) d𝑟𝑟 (15)

=
3𝑄𝑄ext(�̄�𝑟𝑟 𝑟𝑟)LWP

4𝑟𝑟eff𝜌𝜌𝑤𝑤
𝑟 (16)

where LWP is the liquid water path of the layer, defined as:

LWP = 𝐻𝐻 LWC. (17)

Using Equations 13 and 14, T(λ) and R(λ) of an ideal cloud layer with reff = 10 μm and τ = 10 (at λ = 0.55 μm) 
are computed at high spectral resolution in the band 1.62–1.94 μm, and depicted by the blue curves in Figure 4. 
The horizontal blue lines show the corresponding averages over the band (weighted by S(λ)), hereafter named 

Figure 4. The blue curves in (a and c) show the reference reflectance and transmittance for the spectral band 1.62–1.94 μm, computed with Equations 13 and 14. The 
horizontal blue lines show the average of these quantities over the spectral band, weighted by the TOA solar spectrum. In (b and d) the green curves show the relation 
between the monochromatic reflectance, transmittance and ω computed from Equations A1 and A2, using thin averaged values for 𝐴𝐴 𝐴𝐴𝐴 and 𝐴𝐴 𝑄𝑄ext . The red lines indicate the 
results of Equations 13 and 14 applied to the thin average ω (ωthin highlighted by the blue dashed lines) while the black lines indicate the results of Equations 13 and 14 
applied to the thick average ω (𝐴𝐴 𝐴𝐴∗

𝑅𝑅∞
 highlighted by the black dashed lines). All the computations were made for a cloud with τ = 10 (at λ = 0.55 μm), reff = 10 μm 

and σ = 0.2. The dashed blue lines highlight the value that ω should take over that spectral band to match the reflectance 𝐴𝐴 (𝜔𝜔∗
𝑅𝑅10

) or transmittance 𝐴𝐴 (𝜔𝜔∗
𝑇𝑇10

) . Note that 
𝐴𝐴 𝐴𝐴∗

𝑅𝑅10
≠ 𝐴𝐴∗

𝑇𝑇10
 .
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true properties. We define ω*, the band-averaged value ω should take for this band to ensure that the transmit-
tance (reflectance) computed from band-averaged properties with Equation 13 (14) equals the true transmittance 
(reflectance). These are depicted by the dashed blue lines projections in Figures 4b and 4d, where the green lines 
correspond to Equations 13 and 14 with g and τ corresponding to thin averages. The value ωthin corresponding 
to thin averaging is highlighted by the red line. Once projected on the left panels it results in about 2% relative 
errors in reflectance and transmittance compared to the true values. This highlights that using thin averaging to 
estimate band-averaged 𝐴𝐴 𝐴𝐴𝐴 is not accurate. This is the result of absorption saturation within the band. The linear 
average 1-𝐴𝐴 𝐴𝐴𝐴 underestimates (resp. overestimates) absorption in the wavelengths where highly absorbing (resp. 
less absorbing) features of liquid water are present. Depending on the solar energy available in that band this can 
lead to broadband overestimation or underestimation of absorption.

To circumvent this issue, Edwards and Slingo  (1996) have introduced the notion of thick averaging. Starting 
from the statement that �ext and � slightly vary across the SW, they used thin averaging (Equations 10 and 11) to 
compute the band-averaged quantities for these variables. To approximate ω* they used a formula equivalent to 
Equation 14, assuming in addition that τ = ∞, implying that any cloud can be considered optically thick. In this 
case 𝐴𝐴 𝐴𝐴∗

𝑅𝑅∞
 can be estimated from � and �∞(�) . Although many clouds are indeed optically thick, many are not. 

For instance, the black lines in Figure 4 show that T and R estimated using 𝐴𝐴 𝐴𝐴∗
𝑅𝑅∞

 are as inaccurate as using thin 
averaging for this particular cloud. In addition, this approach allows to match the reflectance of optically thick 
clouds, but not their transmittance, a quantity that is also of interest in our study. In order to generalize this strat-
egy to transmittance and to any optical thickness, various expressions for ω* are derived, based on the inversion 
of Equations A2 or A1 for various optical thicknesses (τ = 1, 10 and 20). These 6 new methods are noted T1, T10, 
T20 and R1, R10, R20. These parameterizations can be formally written as:

�∗
��

= � such that �(�, �, �) = �(�(�), �(�), �(�)), (18)

where X can be either R or T, and ⋅  indicates thin averaging. It is worth noting that Ritter and Geleyn (1992) 
have suggested an approach somehow similar to the transmittance-based methods (T1, T10, T20). They searched 
an ω which would provide accurate fluxes below clouds of various optical thicknesses. However in their compu-
tations, multiple scattering was ignored. Fouquart and Bonnel (1980) also derived an empirical equation which 
relates 1-ω to the total optical thickness of the cloud, in order to account for absorption saturation. However this 
sensitivity to total cloud optical thickness precludes using their parameterization within the individual layers of 
a cloud.

Figure 5a shows the broadband differences between the various spectral averaging methods and the reference 
two-stream computation for reflectance and transmittance, for clouds of various optical thicknesses. For instance, 
the error is 0 when the transmittance of a cloud of optical thickness 10 is computed with the parameterization 
T10. This figure also confirms that reflectance and transmittance cannot be matched at the same time, which 
means that systematic errors are obtained when computing surface and TOA budgets using radiative codes with 
limited spectral resolution. Importantly, using thick averaging can result in significant errors even for large optical 
thicknesses. To clarify this, we have extended the optical thickness range and distinguished the errors related to 
reflectance and transmittance in Figures 5b and 5c. It can be noticed that thick averaging works well only for 
optical thicknesses higher than 200–300. This corresponds to extremely thick clouds, probably not representative 
of the majority of clouds on Earth.

To be exhaustive, the logarithmic average, used by Chou et al. (1998), was also included in the spectral averaging 
methods. In this case, �log is computed as:

�log = 1 − exp

(

∫ log(1 − �(�))�ext(�)�(�)d�
∫ �ext(�)�(�)d�

)

. (19)

The 9 above mentioned spectral averaging methods (thin, thick, logarithmic, and the 6 new methods) are applied 
to all the considered DSD shapes to complete the whole set of parameterizations described by Equation 6. The ob-
tained set of ω* parameterizations allows to estimate the impact of spectral averaging on the overall uncertainty. 
It is worth noting that here the spectral averages are all weighted by the incident radiation at TOA, to remain con-
sistent with the work of Edwards and Slingo (1996) and Slingo and Schrecker (1982), and to generalize the thick 
averaging approach. In addition gaseous absorption was not considered in the computation of ω*. This might not 
be the most accurate strategy because the solar spectrum at cloud top can differ from that at TOA as a result of 
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atmospheric absorption above the cloud. Also, as water vapor and cloud absorption are correlated, the averages 
may be biased due to an overestimation of radiation in water vapor absorption bands.

To resolve this issue, several strategies were proposed in the literature. Lu et al. (2011) used a correlated k-dis-
tribution approach consistent with what is done for the gases to derive cloud absorption. They demonstrated that 
their method can moderate the 30% error on heating rates obtained with the thin averaged 1-ω, relative to line-
by-line calculations. However the contribution of considering the correlation between water vapor and droplet 
scattering, compared to that of the higher spectral resolution, is not quantified. In addition, they have used the av-
erage spectrum at 500 hPa to derive the average 1-ω. Although Dobbie et al. (1999) showed that using the typical 
spectrum at 500 hPa in Equations 10–12 did not change their calculations of the band mean SSPs, this could still 
contribute to the differences. The parameterization of Fouquart and Bonnel (1980) includes the contribution of 
a constant amount of water vapor in the cloud, since their parameterization was derived for a stratus cloud in the 
presence of an atmosphere. Räisänen (1999) proposed an exhaustive method to derive 1 – 𝐴𝐴 𝐴𝐴𝐴 that not only accounts 
for the absorption of water vapor above the cloud, but also considers if other clouds are present above the evalu-
ated cloud. Such strategies have not been replicated in this study because the focus is more on the uncertainties 
than on the absolute values. The correlation between water vapor and clouds remains a critical issue to derive the 
most accurate parameterizations, though.

3.3. SSPs Parameterizations in Terms of reff

Natively available SSPs parameterizations in ecRad consist of analytical expressions of SSPs in terms of reff. In 
order to implement the new parameterizations in ecRad, we mimic the analytical function used for the SOCRATES 
parameterization, which is based on Padé approximants (Manners, 2015). This allows straightforward inclusion 
of the new parameterizations in ecRad library, with minor changes to the core of the code. Once the SSPs have 
been computed for 80 individual reff in the range 1–50 μm for eight DSD shapes and nine spectral methods, they 
are fitted with the following functions:

Figure 5. Differences in broadband SW (0.2–4 μm) transmittance and reflectance between the reference two-stream values and the quantities computed with various 
spectral averages of ω. These are calculated for a droplet size distribution with reff = 10 μm and σ = 0.2.
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�ext =
4
3

(

�1�eff + �2�2eff + �3�3eff

1 + �4�eff + �5�2eff + �6�3eff

)

, (20)

ln(1 − �) = ln

(

�7 + �8�eff + �9�2eff

1 + �10�eff + �11�2eff

)

, (21)

𝑔𝑔 =
𝑃𝑃12 + 𝑃𝑃13𝑟𝑟eff + 𝑃𝑃14𝑟𝑟2eff

1 + 𝑃𝑃15𝑟𝑟eff + 𝑃𝑃16𝑟𝑟2eff

. (22)

The main difference with SOCRATES parameterization is the fact that two distinct fits are applied (the reference 
SSPs calculated with the Lorenz-Mie theory are shown with the dots in Figure 6) while ensuring continuity at the 
junction. This follows the strategy of Hu and Stamnes (1993) who separated their fits in three size ranges. This 
means that a total of 32 parameters are needed to describe the variations of SSPs with reff. This strategy ensures 
that the oscillations for small reff are well captured (see Figure 6), which would not be possible with a single term. 
It also prevents the function to diverge at small reff, as occurs for SOCRATES. Hence for each new parameteriza-
tion a cut-point is provided that splits the fits into two. This cut-point was derived empirically for each spectral 
band. For Qext and g, the cut-point is set such that reff/λcenter = 2 (where λcenter denotes the central wavelength of 
the spectral band), which is approximately where the oscillations take place. However the latter constant does not 
work as well for 1-ω. Thus the local minima of the 1 − ω curves (Figure 6 lower row) were selected as cut-points. 
Figure 6 shows an example of these two-part fits on the 2.15–2.5 μm band. It highlights that the strongest sensi-
tivity to DSD is obtained for effective radii smaller than 10 μm. The differences can reach 50% for 1-ω and 25% 
for Qext. Finally, the obtained coefficients are introduced in ecRad in the form of a new netCDF file containing 33 
values per spectral band (32 fit parameters and the cut-point value).

Figure 6. Single scattering properties of the 2.15–2.5 μm band in terms of reff, computed for various droplet size distributions (DSDs). The dots are the reference single 
scattering properties obtained from Lorenz-Mie calculations and the lines correspond to the fitted analytical functions. The colors depict four distinct lognormal DSDs. 
Each column in the lower row shows the single scattering albedo calculated with a different spectral method.
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3.4. Configuration of ecRad

ecRad is a modular radiative scheme for SW and LW radiative fluxes computations, dedicated to atmospheric 
models. It was developed for the Integrated Forecasting System, the weather forecast model used operationally 
by the European Centre for Medium Range Weather Forecasts (ECMWF). In this paper its offline version is 
used (freely available for research use at https://github.com/ecmwf/ecrad/tree/master/ifs). The main inputs of this 
radiative code are the atmospheric profile (including aerosols and trace gas concentrations), the surface albedo 
and temperature, the solar zenith angle and TOA incident broadband irradiance. Note that in this study the sim-
ulations were performed without aerosols. The ozone profile in the ideal case corresponds to that of the I3RC 
experiment (detailed in Section 4.1) while for the real cases it comes from the US67 standard atmosphere. In the 
SW region, ecRad deals with 14 spectral bands, corresponding to those of RRTM (Mlawer et al., 1997; Morcrette 
et al., 2008). The new cloud SSPs have been computed on the same bands with the previously detailed parame-
terizations and were added to ecRad library. ecRad offers several options to solve the radiative transfer equation. 
In the present study, the McICA solver (Pincus et al., 2003) is used. The surface albedo is set to 0.2 and the frac-
tional subgrid standard deviation of LWP is set to 0.75 (Ahlgrimm et al., 2018). The simulations are performed 
for a solar zenith angle of 40°. The downwelling solar irradiance at the top of atmosphere is set to 1366 W m−2.

4. Results
The newly developed parameterizations are now used to investigate how limited knowledge of the DSD shape 
impacts the estimation of CRE. The parameterizations are thus applied to various 1D cloudy profiles and the 
focus is on the energy transmitted below the cloud, reflected at the top of the cloud, and absorbed within the 
cloud. The profiles comprise an ideal profile based on the I3RC reference profile (Cahalan et al., 2005), and 
more realistic cases derived from horizontally averaged 3D fields of large eddy simulations (LES) performed 
with the Meso-NH research model (Lac et al., 2018). Finally ecRad was applied to outputs of the climate model 
CNRM-CM6-1 (Roehrig et al., 2020; Voldoire et al., 2019) to compute CRE. The DSD shape impact is assessed 
for all cases both in terms of SSP-uncertainty and reff-uncertainty.

4.1. Ideal Case

The goal of this ideal case is to explore a variety of LWC in order to assess the impact of the DSD assumption on 
simulated cloud bulk radiative properties. The input profile is based on the I3RC cloud, which extends between 
1,000 and 2,400 m. The total number concentration of cloud droplets is set to 200 cm−3. reff is computed from 
Equation 5. The simulations are carried out with all the new parameterizations, ensuring that the value of k in 
Equation 5 is consistent with the DSD shape of the SSPs parameterization. The fluxes reflected at the top of the 
cloud, transmitted through the cloud layer, and absorbed in cloud, are computed with ecRad. The simulations 
were performed for 100 values of LWC in the range 0.02–1 g m−3, which corresponds to LWP ranging from 0.028 
to 1.4 kg m−2. The results of these experiments are shown in Figure 7.

For nearly all bulk radiative properties the envelope of the lognormal parameterizations is wider than that of the 
modified gamma. The spread for transmitted energy at cloud base, reflected energy at cloud top and absorbed 
energy in the lognormal case rises up to 141, 147 and 14 W m−2 respectively (these maximal differences cor-
respond to the lowest values of LWC for reflectance and transmittance and to the highest value of LWC in the 
absorptance case) while the counterpart values for the modified gamma are 91, 96 and 10 W m−2. In the follow-
ing, the uncertainties will be assessed using only the lognormal DSDs with σ = 0.2 and σ = 0.65, which roughly 
corresponds to the 5th and 95th percentiles of the values reported by Miles et al. (2000). To quantify the impact 
of spectral averaging, simulations were run with a lognormal DSD (σ = 0.2), with all available spectral averaging 
methods. Figure 8 shows the radiative properties calculated with 6 methods (T1, R1, R10, T10, thick averaging R∞ 
and logarithmic), in terms of the differences with respect to thin averaging.

The range observed in absorbed energy (8 Wm−2) is more significant than that of reflectance and transmittance 
(6 and 2.5 Wm−2, respectively). This is expected because the spectral averaging method mostly affects cloud ab-
sorption via 1-ω, but not cloud optical thickness which is the main driver of cloud transmittance and reflectance. 
This is in agreement with the results of Edwards and Slingo (1996). For their 24 band model, which is similar 
to ecRad spectral resolution, they reported differences of 8 and 6 W m−2 in absorbed energy for an optically thin 
(τ = 10) and thick (τ = 100) cloud, respectively, between the thin and thick averaging methods.

https://github.com/ecmwf/ecrad/tree/master/ifs
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T1 and R1 methods are close to thin averaging results and become closer as LWC increases. Another noticeable 
trend is that the thick averaging and logarithmic methods significantly diverge from thin averaging, as LWC—
and consequently cloud optical thickness—increases. Conversely, for the lower optical thicknesses all spectral 
methods are relatively close. This is because differences in absorption and scattering are not enhanced by multiple 
scattering in thin clouds.

In Figure 7 the same DSD shapes were used for reff diagnostic and SSP parameterization. However, each of these 
two steps generate their own uncertainty. In order to quantify the contribution of each step to the overall uncer-
tainty, two additional simulations were performed:

1.  Two DSDs with σ = 0.2 and σ = 0.65 are used for the SSP parameterization while reff is estimated using the k 
value of 0.67, which corresponds to the recommendation of Martin et al. (1994) for continental clouds and is 
close to the value corresponding to σ = 0.35 (Figure 1).

Figure 7. Bulk radiative properties of the ideal cloud as a function of liquid water content (LWC), computed for lognormal (full lines) and modified gamma (dashed-
line) distributions using thin spectral averaging. As the cloud geometrical thickness is fixed, increasing the LWC implies increasing the LWP.

Figure 8. Differences (with respect to thin averaging) in bulk radiative properties of the ideal cloud as a function of liquid water content, for various spectral averaging 
methods (thick, logarithmic, R1, R10, T1 and T10), calculated only for lognormal droplet size distribution of σ = 0.2. The dashed black lines show the bulk radiative 
properties calculated using the thin averaging method (right y-axis).
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2.  reff is estimated assuming distinct k values corresponding to the above 
mentioned σ, but the SSP parameterization is the same, corresponding 
to σ = 0.35.

These configurations are used to simulate the bulk radiative properties of the 
ideal cloud, using only thin averaging. The differences between bulk radia-
tive properties obtained in all configurations are shown in Figure 9a. Dashed 
lines highlight the SSP-uncertainty and the dotted lines highlight the reff-un-
certainty. The solid lines show the overall differences when the DSD shape 
is consistent throughout both steps. The overall differences in transmitted 
and reflected fluxes reach 70 and 74 W m−2. The corresponding surface and 
top of the cloud fluxes equal 323 and 437 W m−2 for σ = 0.2. Figure 9 also 
shows that the reff-uncertainty dominates over the SSP-uncertainty. Interest-
ingly, the SSP-uncertainty slightly offsets (by about 20%) the reff-uncertainty. 
Maximum uncertainties of 89, 85 and 10 W m−2 in reflected, transmitted and 
absorbed fluxes due to the reff-uncertainty are indeed compensated by 15, 
14 and 3.5 W m−2 uncertainties due to the SSP-uncertainty. Looking at the 
effective radii corresponding to the investigated range of LWC in Figure 9b, 
it can be deduced that the reff-uncertainty results from a nearly 50% increase 
of the effective radius when σ changes from 0.2 to 0.65.

To highlight the effect of spectral averaging, the dash-dotted lines in Fig-
ure 9 show the differences between two extreme methods, namely the R1 and 
logarithmic methods. In this case both steps relied on the lognormal DSD 
with σ = 0.2. It confirms that the absorption is more sensitive to the spectral 
averaging uncertainty than reflectance and transmittance.

Based on the above results, only two extreme spectral averaging methods are 
selected to estimate uncertainties in the next sections.

4.2. Real Cases

Four LES simulations were used to construct the realistic 1D profiles used in 
this section. They are presented, along with the methodology to convert 3D 
outputs into 1D profiles. Then the results of ecRad simulations are discussed. 
The profiles of LWC are shown in Figure 10.

4.2.1. Description of the Cases

The 4 reference cases have been simulated with the Meso-NH model. To 
extract 1D profiles of temperature, pressure, relative humidity and LWC from 

the 3D output fields, the quantities are averaged over the domain, including only cloudy columns (columns where 
at least one layer has a LWC larger than 10−6 kg kg−1). The cloud fraction is then set to 1 for all cloudy grids. The 
value of N is fixed at 200 cm−3. The following provides specific details for each simulation.

4.2.1.1. Fog

This is a simulation of a fog event observed at Cardington (UK) on the night of 24–25 November 2014 during 
the Local and Non-local Fog Experiment (LANFEX, Price et al., 2018). This is a typical case of radiative fog 
forming in a nocturnal stable boundary layer and developing over several hours into an optically thick fog. An 
intercomparison exercise was built on this case, involving LES and single column model simulations from dif-
ferent models. The vertical profile used in this study comes from a simulation using the 2-moment microphysical 
scheme LIMA (Vié et al., 2016) with a typical aerosol population for Cardington (3MOD experiment described 
in Ducongé, 2019). The transition to a thick fog occurs a bit too fast and the fog top height is overestimated com-
pared to observations, but the vertical distributions of LWC and N are in good agreement with observations, with 
maximum values found near the top of the fog layer. Note that the N value computed by LIMA is not used in our 
1D simulations. The optical thickness of the fog is about 3.

Figure 9. (a) Overall droplet size distribution-related bulk radiative properties 
uncertainty (solid lines), reff-uncertainty (dotted lines), SSP-uncertainty 
(dashed lines) as a function of liquid water content (g m−3), all being 
calculated with the thin averaging method. The uncertainties related to the 
spectral averaging method are shown with dashed-dotted lines, for σ = 0.2. 
Red, blue and green colors depict the uncertainties in transmitted, reflected 
and absorbed flux, respectively. The upper x-axis shows the equivalence of 
lower axis in terms of optical thickness calculated using Equations 5 and 16, 
with k = 0.67. (b) Variations of reff with LWC for σ = 0.2 and σ = 0.65.
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4.2.1.2. Stratocumulus

This is a simulation of a stratocumulus based on the First International Satellite Cloud Climatology Project 
Regional Experiment model intercomparison study (Duynkerke et al., 2004), inspired from observations above 
the Pacific Ocean, off the coast of California, acquired in July 1987. The LES simulation used here is detailed 
in Brient et al. (2019) and the profiles provided to ecRad are extracted from the simulation during nighttime at a 
time of maximum vertical extension of the stratocumulus. The optical thickness of this cloud is about 8.

4.2.1.3. Cumulus

This is a simulation of continental shallow cumulus based on the ARMCU model intercomparison study (Brown 
et al., 2002) inspired from observations on 21 June 1997 at the Southern Great Plains site of the Atmospheric 
Radiation Measurement. This case corresponds to a diurnal cycle of shallow convection and the profiles provided 
to ecRad were extracted after 9 hr of simulation, the time of maximum development of the shallow clouds. The 
optical thickness of the cumulus is close to 20.

4.2.1.4. Congestus

This is a simulation of a congestus cloud in growing phase simulated at very high-resolution (5 m) (Strauss, 2020). 
This simulation was nested around a selected congestus cloud from a 50 m-resolution simulation of a population 
of clouds. The optical thickness of this congestus is around 100.

Figure 10. For each large eddy simulation (congestus, comulus, stratocumulus and fog), from left to right, shortwave radiative fluxes, heating rates and effective radii 
profiles, calculated for the lognormal droplet size distributions with σ = {0.2, 0.35, 0.65, 0.9} (shown with different colors). The black dotted lines in the right panel 
shows the liquid water content profile.
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4.2.2. Results of Simulations

ecRad was applied to the 1D profiles, completed above the simulation domain with the US67 standard atmos-
pheric profile up to 80 km. The simulations were performed with the 4 lognormal DSD shapes, again restricting 
to thin averaging. Figure 10 depicts the upwelling (dashed lines) and downwelling (solid lines) fluxes, hereafter 
called 𝐴𝐴 𝐴𝐴 ↑

𝑖𝑖  and 𝐴𝐴 𝐴𝐴 ↓
𝑖𝑖  , where i indicates the corresponding DSD shape (σ value). The cloud boundaries can be deduced 

from the LWC profiles shown in black dotted lines in the third panel of each case. Generally it can be seen that 
the cloud with DSD shape of σ = 0.2 is more opaque than that of σ > 0.2. This can be explained by looking at the 
effective radius profiles on the third panel (solid color lines). For example, for any cloudy layer in our model, the 
effective radius for a DSD with σ = 0.65 is about 50% larger than that of σ = 0.2. According to Equation 16 the 
optical thickness will be larger for σ = 0.2, resulting in larger reflectance and lower transmittance. This explains 
why 𝐴𝐴 𝐴𝐴 ↓

0.2 at the surface (𝐴𝐴 𝐴𝐴 ↑
0.2 at the top) is smaller (greater) than 𝐴𝐴 𝐴𝐴 ↓

0.65 (𝐴𝐴 ↑
0.65) . In addition to the fluxes, the heating 

rates are also displayed to highlight differences in atmospheric absorption. It suggests that changing the DSD 
shape from σ = 0.2 to σ = 0.65 can alter the heating rates from 1% in the cumulus case (higher optical thickness) 
up to 17% in the fog case (lower optical thickness).

As for the ideal case, we distinguish the contributions of reff-uncertainty and SSP-uncertainty. For each real case, 
switching between σ = 0.2 and σ = 0.65 produces distinct results in terms of bulk radiative properties, illustrat-
ed with filled and empty geometrical shapes in Figure 11. The difference between identical filled and empty 
shapes for each case demonstrates the overall DSD-related uncertainty in the first column, the SSP-uncertainty 
in second, and reff-uncertainty in the third column. The uncertainty due to the DSD shape can reach 80 W m−2 
on transmitted/reflected fluxes for the fog and stratocumulus cases having LWP amounts of 0.028 and 0.12 kg 
m−2, respectively. For the cumulus and congestus cases where the liquid water path reaches 0.19 and 1.8 kg m−2, 
respectively, lower differences are obtained for transmitted and reflected fluxes. It must be noted that while 
cumulus and stratocumulus clouds have close values of LWP, they differ significantly in terms of bulk radiative 
properties. This is due to the lower values of LWC in cumulus, which results in a greater optical thickness (see 
Equations 5 and 16).

Similarly to the ideal case results, it is observed that SSP-uncertainty partly offsets the reff-uncertainty on re-
flected, transmitted and absorbed fluxes by 17%, 13% and 22% for the congestus case. Approximately similar 
results are obtained for the cumulus case. In the fog and stratocumulus cases the offset reaches 20% and 19% for 
reflected and transmitted fluxes. Regarding absorption, SSP-uncertainty amplifies reff-uncertainty in the fog case 
(not visible in the figure), while it nearly offsets it in the stratocumulus case. Note however that absorption in 
these two cases is negligible.

Figure 11. Bulk radiative properties of the 4 real cases calculated using two droplet size distribution shapes of σ = 0.2 and 
σ = 0.65. First column: consistently in both reff and single scattering properties (SSPs) parameterizations. Second column: 
only in SSPs parameterization (using reff computed with σ = 0.35), Third column: only in reff estimation (using the σ = 0.35 in 
SSPs parameterization). Fourth column: radiative properties obtained with the two extreme spectral averaging methods, with 
σ = 0.2.
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4.3. GCM Outputs

As outlined in the introduction, CRE is a key quantity of the climate sys-
tem that GCMs should correctly simulate. Although most GCMs reasona-
bly reproduce observed SW CRE, it is such because models are tuned to 
match as closely as possible the observed radiative budget and SW CRE in 
order to avoid any drift in long-term simulations. However, simulated CRE 
remains very sensitive to the way clouds are treated by the radiative code. 
Here, the sensitivity of CRE to the parameterization of SSPs and effective 
radius is investigated. To this end, outputs of the CNRM-CM6-1 model are 
used as inputs to ecRad. TOA and surface SW fluxes in cloudy and clear-sky 
conditions are computed from 3-hourly full fields of the forced historical 
simulation amip (Eyring et al., 2016) performed for CMIP6 for the period 
2000–2004. CRE is averaged over 5 years to compute CRE global maps, that 
are compared for various parameterizations, as well as their global averages. 
The exponential-exponential cloud overlap assumption is used in ecRad. N is 
computed as in Martin et al. (1994) from fixed values of cloud condensation 
nuclei set to 900 cm−3 over land and 150 cm−3 over sea. The effective radius 
is then estimated from Equation 5 with k corresponding either to σ = 0.2 or 
σ = 0.65. The SSPs corresponding to these two distributions are then used for 
both choices of k. Hence four simulations are performed. As previously this 
approach allows to split the reff and SSP uncertainties by comparing simula-
tions with similar k values but different SSPs on the one hand, and distinct k 
but identical SSPs on the other hand. Simulations are also performed, where 
SSPs are consistent with k.

Figure 12 shows maps of the TOA SW CRE differences. The top panel shows 
the difference between the fully consistent simulations with σ  =  0.65 and 
σ = 0.2. Differences up to 15 W m−2 are found in the Tropics, where low 
clouds dominate, and the global average differs by 6.2 W m−2. The middle 
panel shows the reff − uncertainty, assuming σ = 0.65 or σ = 0.2 in Equa-
tion 5 while using only the SSPs corresponding to σ = 0.2. Differences up to 
18 W m−2 are found in the Tropics, and the global average differs by 7.8 W 
m−2. The bottom panel shows SSP-uncertainty, using the SSPs corresponding 
to σ = 0.65 and σ = 0.2 while using the same k corresponding to σ = 0.65. 
The differences do not exceed −4 W m−2 and the global averages differ by − 
1.6 W m−2. Note that these differences are approximately twice larger if the 
more extreme value σ = 0.9 is used instead of σ = 0.65. As expected, as k 
decreases with σ, a wider DSD (i.e., larger σ) results in clouds with larger reff 
hence lower reflectance and less negative TOA CRE. On the contrary, for a 
given reff using the SSPs of a wider DSD intensifies the CRE. Although this 
second effect is one order of magnitude less than reff impact it partially offsets 
the main impact. It is worth comparing these numbers to the observed CRE 
value (−47.7 W m−2) and to the range of CRE simulated by CMIP6 partici-
pating models (spread of 19.2 W m−2 and standard deviation of 3.6 W m−2). 
This highlights that the impact of DSD shape is far from being negligible, and 
that the underlying assumptions made in different GCMs should not be over-
looked when investigating differences in CRE. It also suggests that changing 
the underlying hypothesis on the DSD in a GCM could significantly alter its 

radiative budget, and consequently the tuning required to match observations. The same maps were computed 
for the surface and atmospheric CRE (not shown). For the surface, the global differences are very similar (6.3, 
7.8 and −1.5 W m−2 for the overall, reff, and SSP uncertainties, respectively). For the atmospheric CRE, which is 
slightly positive (between 4 and 7 W m−2 according to Wild, 2020), the differences are of the order of 0.1 W m−2, 
but it is worth noting that most of it is due to the choice of SSPs.

Figure 12. Global difference maps of the 2000–2004 average cloud 
radiative effect (CRE) computed from outputs of the CNRM-CM6-1 amip 
simulation for various choices of cloud single scattering properties (SSPs) 
and reff parameterizations. The subscripts of CRE in the titles indicate the 
configurations that are compared. CRE06502 means that k corresponding to the 
lognormal distribution with σ = 0.65 was used to estimate reff from the GCM 
LWC, and that the SSPs corresponding to the lognormal distribution with 
σ = 0.2 were then used.
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5. Conclusion and Discussion
Shortwave bulk radiative properties of liquid clouds (transmittance, reflectance and absorptance) critically de-
pend on their optical properties at the droplet scale. The derivation of these properties in atmospheric models 
generally involves two steps: (a) estimating the DSD effective radius (reff) and (b) estimating the SSPs from reff. 
SSPs are modulated by the DSD and the frequency of incident light, two quantities that are not fully resolved 
in GCMs. Indeed, LWC is generally the single prognostic cloud property provided by cloud schemes and the 
embedded radiative code has a limited spectral resolution. For these reasons, estimating cloud optical properties 
implies making an assumption on the DSD and finding strategies to average the SSPs over spectral bands. This 
generally results in SSPs parameterizations in terms of reff for each band. This study aimed at estimating the 
impact of the aforementioned assumptions on the simulated SW CRE, the latter being a key characteristic of 
Earth climate, showing however a significant variability across GCMs. To this end we developed a new set of 
SSPs parameterizations that explicitly account for the shape of the DSD and cover a variety of spectral averaging 
methods. These parameterizations were implemented in the radiative code ecRad and offline simulations were 
performed on a variety of 1D cloud profiles, including idealized profiles, profiles obtained from LES and outputs 
from a GCM. Our results show that the assumption on the DSD significantly alters the simulated fluxes at the 
surface and TOA, up to several tens of W m−2. Atmospheric absorption and heating rates are also affected in the 
case of optically thick clouds. This implies that care should be taken in DSD shape assumptions when studying 
the radiative impact of liquid clouds.

To quantify the uncertainty associated with the choice of the DSD, the estimation of reff and the SSPs compu-
tation were distinguished. Over the variety of clouds analyzed in this study, the reff-uncertainty dominates the 
uncertainty. The SSP-uncertainty, which is about five times smaller, tends to counteract the reff-uncertainty. The 
uncertainty resulting from spectral averaging is substantially lower but still impacts absorption, especially in 
clouds with large liquid water paths (LWP). This is expected as spectral averaging only impacts the estimation 
of the single scattering co-albedo which quantifies absorption. Note however that the radiative code used in this 
study has 14 bands in the SW, so that larger spectral averaging errors are expected for radiative codes with fewer 
bands. When applied to global outputs of a GCM, the parameterizations revealed that the SW CRE can vary by 
6.2 W m−2 depending on the assumed DSD, which is about 13% of the measured SW CRE, with local differences 
up to 15 W m−2 over the Tropics where low clouds are ubiquitous. These differences are primarily due to the 50% 
difference in the estimation of reff obtained when using distinct values of k in Equation 5.

In most atmospheric models, the estimation of reff, a quantity that is only used in the radiative code, is made 
independently of the assumptions made in the microphysical scheme. Likewise the DSD from which SSPs pa-
rameterizations were derived is distinct from the previous ones. Our results emphasize the importance of using 
a consistent DSD throughout the microphysical and radiative schemes, which is practically rarely the case. Sev-
eral studies have already underlined the importance of using the same DSD in the microphysical and radiative 
schemes. Improvements in surface radiation, precipitation and temperature were thus reported as a result of such 
consistent simulations with WRF (Bae et al., 2016; Thompson et al., 2016). Sieron et al.  (2017) also showed 
that ensuring consistency altered the satellite radiances simulated from WRF model outputs. Positive impacts 
on temperature and CRE were also reported for the Met Office Unified Model Global Atmosphere 5.0 (GR5) 
(Baran et al., 2014). We are currently working on the harmonization of microphysical and radiative schemes in 
the Meso-NH model, which will be the focus of a future study.

This study confirms that reff is a key property and drives cloud radiative forcing. reff, as an indicator of droplet 
size, greatly depends on the number concentration of droplets N, which itself depends on the amount of cloud 
condensation nuclei. In the past, many studies focused on the relation between N and reff, in particular when in-
vestigating the indirect aerosol effect through the so-called Twomey effect (Twomey, 1974). Increased levels of 
aerosols tend to increase N, hence to reduce reff, making clouds brighter and cooling the Earth system. However 
we have demonstrated that for a given LWC, reff also depends on the parameter k which is directly related to 
the DSD shape and can vary by a factor of 6 based on observations. From the introduction of this k parameter 
by Pontikis and Hicks (1992), many GCMs have used constant k values to describe very different clouds. For 
instance, k = 0.36 in CanAM4 (Von Salzen et al., 2013), k = 0.75 in the IPSL (Madeleine et al., 2020) and CN-
RM-CM6-1 (Roehrig et al., 2020) climate models. In ECHAM6 (Stevens et al., 2013) k = 0.67 over land and 
k = 0.8 over ocean, as proposed by Martin et al. (1994). It shows that the CRE computed from these models 
would greatly differ even if LWC and N were strictly similar. Several theoretical studies (Liu et al., 2008; Igel & 
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van den Heever, 2017; M. Wang et al., 2020) reported correlations between k, N, microphysical processes (e.g., 
autoconversion and evaporation) and dynamics (e.g., vertical velocity). They tried to quantify the radiative effect 
of such correlations on the indirect aerosol effect. Rotstayn and Liu (2003, 2009) and W. Zhao et al. (2018) have 
shown the advantages of considering such a correlation in climate models. Some observation-based studies, 
on the contrary, reject the general relation between N and k (Brenguier et al., 2011; Tas et al., 2015; Y. Wang 
et al., 2021). This overall highlights that k remains a very poorly constrained parameter which would deserve 
more investigation and a detailed parameterization in GCMs.

To conclude, attention must be put on two aspects. First, given the crucial importance of k in the CRE uncertainty 
deduced from the results of the present study, explicitly relating k to the physics of the model, instead of using a 
fixed value for all clouds, appears as a priority. Second, in the mentioned studies which investigated the effect of k 
on indirect aerosol effect, only the reff-uncertainty was considered, the SSPs-uncertainty being ignored while the 
present study has demonstrated its own significance. Our fully consistent parameterizations, accounting for the 
impact of DSD both on the estimation of reff and on the SSPs, thus provide a more robust framework for reliable 
studies of the indirect aerosol radiative effect. Finally it is worth bearing in mind that this study was restricted to 
the SW impact of liquid clouds. To have a global picture of the impact of DSD assumptions on CRE, it should be 
extended to ice clouds and to the longwave.

Appendix A: Two-Stream Approximation
To compute the bulk radiative properties of a cloud layer, the plane-parallel radiative transfer equation must be 
solved. A widely used solution, especially in fast radiative codes used in NWP and climate models, is the two-
stream approximation. It can provide analytical expressions for reflectance and transmittance of the layer under 
diffuse and direct illumination, given the asymmetry parameter g, optical thickness τ and single scattering albedo 
ω. Using the δ-Eddington approximation (Joseph et al., 1976) and the approach of Aquíno and Varela (2005), 
transmittance and reflectance for a homogeneous cloud layer can be written as:

𝑇𝑇 =
Γ𝐾𝐾1𝑒𝑒𝜅𝜅𝜅𝜅 +𝐾𝐾2𝑒𝑒−𝜅𝜅𝜅𝜅 + 𝐺𝐺−𝑒𝑒−𝜅𝜅∕𝜇𝜇0 + 𝐹𝐹0𝜇𝜇0𝑒𝑒−𝜅𝜅∕𝜇𝜇0

𝐹𝐹0𝜇𝜇0
, (A1)

𝑅𝑅 = 𝐾𝐾1 + Γ𝐾𝐾2 + 𝐺𝐺+

𝐹𝐹0𝜇𝜇0
, (A2)

where the spectral dependence is omitted for sake of simplicity. The irradiance impinging on the top of the cloud 
is denoted with F0μ0, μ0 being the cosine of the solar zenith angle (θ0). The latter expressions hence correspond to 
direct illumination. This avoids the unrealistic negative values which can be obtained under diffuse illumination 
(Wiscombe, 1977). θ0 was fixed to 50° which corresponds to standard illumination conditions. The parameters in 
Equations A1 and A2 are given by:

𝐾𝐾1 =
Γ𝐺𝐺−𝑒𝑒−𝜅𝜅𝜅𝜅∗ − 𝐺𝐺+𝑒𝑒−𝜅𝜅∗∕𝜇𝜇0

𝑒𝑒𝜅𝜅𝜅𝜅∗ − Γ2𝑒𝑒−𝜅𝜅𝜅𝜅∗
 (A3)

𝐾𝐾2 = −(𝐺𝐺− + Γ𝐾𝐾1) (A4)

�− =
�2
0��0

(��0)2 − 1

[(

�1 +
1
�0

)

�4 + �2�3
]

 (A5)

�+ =
�2
0��0

(��0)2 − 1

[(

�1 −
1
�0

)

�3 + �2�4
]

 (A6)

𝛾𝛾1 =
1
4
[7 − 𝜔𝜔∗(4 + 3𝑔𝑔∗)], 𝛾𝛾2 = −1

4
[1 − 𝜔𝜔∗(4 − 3𝑔𝑔∗)], (A7)

𝛾𝛾3 =
1
4
(2 − 3𝑔𝑔∗𝜇𝜇0), 𝛾𝛾4 =

1
4
(2 + 3𝑔𝑔∗𝜇𝜇0), (A8)

𝜅𝜅 =
√

𝛾𝛾12 − 𝛾𝛾22, (A9)
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Γ =
𝛾𝛾1 − 𝜅𝜅
𝛾𝛾2

. (A10)

and * refers to the δ-scaling such that:

𝑔𝑔∗ = 1
𝑔𝑔 + 1

, 𝜏𝜏∗ = (1 − 𝜔𝜔𝜔𝜔 )𝜏𝜏, 𝜔𝜔∗ =
(1 − 𝜔𝜔 )𝜔𝜔
1 − 𝜔𝜔𝜔𝜔

. (A11)

For the development of the SSPs parameterizations, the value of τ generally corresponds to the wavelength of 
0.55 μm. τ(λ) can be computed from the extinction efficiency Qext(λ):

𝜏𝜏(𝜆𝜆) = 𝜏𝜏(0.55)
𝑄𝑄ext(𝜆𝜆)

𝑄𝑄ext(0.55)
. (A12)

Data Availability Statement
The parameterizations coefficients and the reference values of SSPs are available in: https://github.com/erfanjhn/
liq-cloud-opt-param.git. The experiments of CMIP-6 CNRM-CM6-1 are made available via the portal: https://
esgf-node.llnl.gov/search/cmip6.
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