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Abstract

In polar regions, where the boundary layer is often stably stratified, atmospheric models
produce large biases depending on the boundary-layer parametrizations and the parametri-
zation of the exchange of energy at the surface. This model intercomparison focuses on
the very stable stratification encountered over the Antarctic Plateau in 2009. Here, we ana-
lyze results from 10 large-eddy-simulation (LES) codes for different spatial resolutions
over 24 consecutive hours, and compare them with observations acquired at the Concordia
Research Station during summer. This is a challenging exercise for such simulations since
they need to reproduce both the 300-m-deep convective boundary layer and the very thin
stable boundary layer characterized by a strong vertical temperature gradient (10 K dif-
ference over the lowest 20 m) when the sun is low over the horizon. A large variability in
surface fluxes among the different models is highlighted. The LES models correctly repro-
duce the convective boundary layer in terms of mean profiles and turbulent characteristics
but display more spread during stable conditions, which is largely reduced by increasing
the horizontal and vertical resolutions in additional simulations focusing only on the stable
period. This highlights the fact that very fine resolution is needed to represent such condi-
tions. Complementary sensitivity studies are conducted regarding the roughness length, the
subgrid-scale turbulence closure as well as the resolution and domain size. While we find
little dependence on the surface-flux parametrization, the results indicate a pronounced
sensitivity to both the roughness length and the turbulence closure.
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1 Introduction

A stable boundary layer (SBL) develops in the presence of a surface colder than the
overlying air. Such conditions are encountered frequently in polar regions, over land
during night-time and wintertime, and during the advection of warm air over a colder
surface. The SBL can be classified according to the strength of the thermal inversion.
Generally, the weaker SBL with continuous turbulence occurs when the wind speed is
moderate to strong or in the presence of clouds limiting the surface radiative cooling.
A model intercomparison for the weak SBL was conducted in the first intercomparison
(GABLS1) of the GABLS (the GEWEX, Global Energy and Water Cycle Experiment,
Atmospheric Boundary Layer Study) project (Beare et al. 2006). As shown in Beare
et al. (2006), the turbulence under weak stratification, mainly mechanical turbulence
forced by wind shear, is relatively well understood and described by similarity theory.
This kind of turbulence is also correctly reproduced by high-resolution large-eddy simu-
lations (LES; Beare et al. 2006; Huang and Bou-Zeid 2013; Matheou and Chung 2014).
The strongly stratified SBL typically occurs in the presence of low wind speeds and
clear skies, and is characterized by a strong temperature inversion. With an increase
in stratification, turbulence can become intermittent or decoupled from the ground
(Mahrt 1999; Sun et al. 2012; Mahrt 2014), making similarity theory inapplicable (Ha
et al. 2007), and it is then a challenge to simulate the boundary layer even with a high-
resolution LES model. Van de Wiel et al. (2012) proposed a framework to predict the
critical synoptic conditions for sustained turbulence and showed that, below a minimum
wind-speed threshold, continuous turbulence is unlikely to occur. Vignon et al. (2017a)
showed that the wind-speed threshold under which the very stable regime occurs lies
between 5 and 6 m s~! at Dome C (a meteorological and astronomical station in the high
East Antarctic plateau), which exceeds the average wind speed observed at 10 m for the
case considered here.

The accurate representation of the SBL is still a key issue for numerical weather predic-
tion and climate models, particularly for very stable conditions. Numerical weather predic-
tion models often report significant biases at night over land (Holtslag et al. 2013), with
warm or cold biases depending on the excess of mixing or the strength of the decoupling
with the surface. Indeed, Sandu et al. (2013) explain how enhanced turbulent diffusion is
maintained in the European Centre for Medium-Range Weather Forecast model despite
its detrimental impact on the SBL flow because it improves the simulation of the large-
scale flow and near-surface temperature. This study emphasises that enhanced diffusion is
needed to compensate for errors caused by other poorly represented processes, encouraging
more studies of processes in the SBL. Climate models also suffer from significant biases of
temperature at low levels, with a strong climate signal in polar regions, where the results
strongly depend on the type of boundary-layer parametrization (King et al. 2001). Sev-
eral intercomparison activities endorsed by the GABLS project proposed different cases
in which LES and single-column models (SCM) are intercompared in order to evaluate
parametrization performance. The use of the LES approach has proven to be useful for
the evaluation and development of parametrizations for clear and cloudy boundary layers
(Randall et al. 2003; Hourdin et al. 2013). One aim of GABLS investigations has been
also to evaluate the spread among different LES models in order to examine how reliable
are these high-resolution simulations, and to what degree they can be used as a guidance
for the parametrization of the SBL. Three different GABLS intercomparisons have already
been carried out, focusing on progressively more realistic cases.
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The first intercomparison (GABLS1) uses an idealized set-up over an icy surface with
the development of a shear-driven SBL (Beare et al. 2006) based loosely on observations
from the Arctic corresponding to weakly stable conditions. A prescribed uniform geos-
trophic wind speed of 8 m s~ and a constant surface cooling of 0.25 K h™! were applied
and neither radiation nor surface interaction was taken into account. Beare et al. (2006)
found relatively good agreement among the different LES models and Cuxart et al. (2006)
further used the LES results as a reference for a SCM intercomparison. Cuxart et al. (2006)
also showed that the SCM approach generally overestimates mixing, except when a prog-
nostic turbulence kinetic energy (TKE) parametrization is employed.

The second intercomparison (GABLS?2) is based on observations from the Cooperative
Atmospheric Surface Exchange Study (CASES-99) field campaign and aimed at represent-
ing a complete diurnal cycle with the SCM approach (Svensson et al. 2011). For this case,
simulations were performed with a prescribed surface temperature inhibiting a possible
surface—boundary layer interaction. While the intercomparison focused on the evaluation
of the turbulence parametrizations, most of the spread between model results was attrib-
uted to differences in interactions between surface fluxes and stability.

The third intercomparison (GABLS3) is more closely based on observations from the
Cabauw tower, with special emphasis placed on the analysis of the coupling with the sur-
face and the radiation (Bosveld et al. 2014a, b). The observed near-surface potential tem-
perature and moisture were prescribed to enable a focus on the role of numerical schemes
and subgrid-scale (SGS) turbulence parametrizations on the boundary-layer profiles. The
different LES models were found to be in very good agreement (Holtslag et al. 2013).

However, since the prior three cases did not tackle the strong SBL, this is the main
objective of the GABLS4 intercomparison (Bazile et al. 2014), which is based on the
observations from a meteorological tower at Dome C on the Antarctic Plateau (Genthon
et al. 2013) on 11 December 2009. This site has been chosen because of, (i) the relatively
large dataset acquired in the framework of the Concordiasi field campaign (Rabier et al.
2010); (ii) the flatness and homogeneity of the ground: topography and surface heteroge-
neities are significant factors of turbulence in stable conditions as even a gradual slope can
produce drainage flows (Mahrt and Larsen 1990); (iii) the dryness of the air. Indeed, the
occurrence of a clear and clean atmosphere containing very little water vapour induces
strong radiative cooling at the surface reaching >2 K h™' when the sun is very low above
the horizon.

On 11 December 2009, the boundary layer was convective when the sun was high above
the horizon, with the layer reaching a height of a few hundred metres. This is a frequent
feature over Dome C, as highlighted previously by King et al. (2006); Ricaud et al. (2012);
Genthon et al. (2013); Casasanta et al. (2014), by revealing frequent convective-boundary-
layer heights of 250 m to 350 m in summer. On that day and also consistent with the clima-
tology, when the sun was low above the horizon, strong vertical gradients of temperature
were measured close to the surface at Dome C with values reaching >0.7 K m™!. The net
radiation varies throughout the 24 h from 49 W m~2 at 0400 UTC (local time=UTC+8 h)
and —44 W m~2 at 1600 UTC, which are typical values for surfaces covered by snow dur-
ing the summer conditions over Antarctica (King et al. 2006).

Three different stages were proposed for the GABLS4 intercomparison (Bazile et al.
2014). The first is dedicated to an SCM intercomparison with an interactive snow surface
parametrization, the second prescribes the observed surface temperature (suppressing feed-
back from the surface), and the third is an idealized case that simplifies the large-scale
forcing and initial conditions. Here, we focus on stage 3, which is the most idealized set-
up, including prescribed surface temperature, no radiation, no specific humidity, and a
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constant large-scale forcing with time. This case is challenging for LES models as it incor-
porates the full diurnal cycle with both a relatively deep convective boundary layer at mid-
day and an extremely thin boundary layer when the sun is very low over the horizon. Our
objective is to evaluate the skill of various LES models at such stability. Indeed, at such
strong stability, we test the limit of the validity of the LES technique that has been shown
to represent convective boundary layers satisfactorily and the weak SBL in the previous
GABLS exercises. We expect deficiencies of the LES models in reproducing the strong
SBL because of, (i) a possibly problematic estimation of the dissipation associated with the
existence of non-isotropic subgrid turbulence (only a few subgrid-turbulence parametriza-
tions do not assume isotropy), or a misrepresentation of the buoyant destruction by the
subgrid-turbulence parametrization (Bou-Zeid et al. 2010); (ii) the importance of radiative
flux divergence (as in many LES studies, the radiative flux divergence is neglected); (iii)
the weak surface turbulent fluxes; (iv) the fine grid resolution required to resolve most of
the turbulence. We also investigate the necessary resolution for resolving the main pro-
cesses in such stable cases and how the results depend on the SGS turbulence and surface
parametrizations. Several studies have shown that it is difficult to obtain convergence of the
results for a given model, with results even at high resolution still not converging (Huang
and Bou-Zeid 2013; Van Stratum and Stevens 2015; Sullivan et al. 2016 and Maronga et al.
2020a, b, among others).

Very few studies have focused on the representation of the strongly stratified SBL in
LES models. Huang and Bou-Zeid (2013) simulated a suite of GABLS1-based test cases
by increasing the surface cooling up to —2.5 K h™! and obtained a largely expanded stabil-
ity range where the gradient Richardson number reached values of around unity. They sys-
tematically investigated the effects of stability on the bulk dynamics, turbulent structure,
and budget of TKE, as well as the applicability of local similarity theory in the SBL, and
found that, (i) the vertical extent of turbulent structures is reduced with increasing stability;
(ii) buoyant destruction of TKE becomes more important than viscous dissipation under
the strongest stabilities; and (iii) the z-less range of scaling in the SBL applies at lower
heights than previously anticipated. Walesby and Beare (2016) proposed a case derived
from observations from the Halley research station on the Brunt iceshelf for both the LES
and SCM approaches. They used the LES result as a reference to show that the choice
of stability functions is critical for the SCM behaviour. Following Huang and Bou-Zeid
(2013), Sullivan et al. (2016) modified the GABLS1 set-up by imposing stronger surface
cooling up to —1 K h™! in order to obtain very stable conditions and constructed highly
resolved (Ax=Ay=Az=0.39 m) simulations that ran for nine physical hours. They noted
a decrease of the SBL height with increasing resolution, revealed the existence of tempera-
ture microfronts in the simulations, and also found that grid convergence was not reached
in their simulations. Recently, Maronga et al. (2020) investigated whether the surface
boundary conditions (i.e. Monin—Obukhov similarity theory, MOST) are responsible for
the lack of grid convergence observed in stable conditions. While grid convergence was
significantly improved for the surface fluxes of heat and momentum, they found that the
non-convergence of the mean profiles could not be ascribed to the boundary conditions.
Van der Linden et al. (2019) simulated accurately both the winter weak and strong SBL
observed at Dome C with a very fine (cm—scale) LES model, showing that a thermal equi-
librium can be reached between subsidence (heating) and turbulence (cooling).

Our main objective is to present the results of the first LES intercomparison in very
stable conditions. Below, Sect. 2 details the methodology for the intercomparison, focus-
ing on the case and model description but also giving information on the diagnostics and
the sensitivity tests. Section 3 presents the main results with a distinction between the
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Fig. 1 Vertical profiles of initial conditions: a, ¢ potential temperature, b, d wind speed at 0000 UTC for the
24-h (black) and10-h (red) runs. Panels ¢ and d show a magnification of the lowest 150 m; this upper bound
is indicated by a dashed line in panels a and c. e Time series of the prescribed surface temperature. Obser-
vations from Dome C are indicated by markers

representation of the convective and stable behaviour of the boundary layer. Section 4 pre-
sents the different sensitivity tests and the paper closes with conclusions and recommenda-
tions for future LES intercomparisons in very stable conditions. A forthcoming companion
paper presents the results of the SCM intercomparison.

2 Methodology
2.1 Case Description

As documented by Bazile et al. (2014), the present case is based on observations from
Dome C (123.30E, 75.10S, 3223 m above sea level) on the Antarctic Plateau (Genthon et al.
2013). Recall that this case occurs in summer in Antarctica, so there is daylight throughout
24 h although the net radiative energy at the surface is positive (negative) when the sun is
high (low) above the horizon. Here, the simplest set-up is used in order to allow contribu-
tions to this intercomparison from many modelling groups. In particular, the case neglects
radiation and land-surface interactions. Furthermore, the large-scale forcing includes only
the geostrophic wind speed, which is assumed constant in time and with height. Tempera-
ture advection and subsidence are not included in the case set-up. The initial profiles of
potential temperature, and the zonal and meridional velocity components are derived from
the soundings launched at 0000 UTC (0800 local time; see Fig. 1 and Table 5). The initial
sounding consists of a SBL with a relatively large temperature gradient up to 45 m below
a less stable layer. The wind speed is almost constant with height (except in the lowest part
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of the boundary layer) at around 4 m s~'. The case is considered dry (note that the water
vapour mixing ratio is low at Dome C with typical values of 0.3 g kg™" see Genthon et al.
2017). A spatially uniform time-dependent temperature derived from observations is pre-
scribed to provide the surface boundary condition (Table 5). As shown in Fig. le, there is a
warming of the surface for the first 5 h of the simulation followed by a cooling. The largest
cooling occurs in the period 1100-1600 UTC with values of approximately 2 K h™!, which
is a significantly larger cooling than the 0.25 K h™! used in GABLS]1 intercomparison
(Beare et al. 2006) or the range of cooling used in Sullivan et al. (2016), which increases
from 0.25 to 1 K h™!. The thermal and momentum roughness lengths are also prescribed
as z,,,= 107 m for momentum and z,,=10~> m (experiment 1). To match better with the
observations (Vignon et al. 2017b), additional simulations are performed with momentum
and thermal roughness lengths of 107> m and 10™* m, respectively. The default case is
named experiment 1 while the case with modified roughness lengths is called experiment
2. The sensitivity of the LES results to the roughness lengths is discussed in Sect. 4.

Simulations of the convective part of the diurnal cycle require large computational
domains because of the relatively large boundary-layer height compared with that
encountered in stable conditions. Thus, the grid resolution is constrained by the height
of the convective layer and the SBL is only captured by the lowermost few model layers.
In order to focus on the stable conditions and optimize the grid resolution, experiment 3
was carried out in which simulations start at 1000 UTC (instead of 0000 UTC) and the
ensemble mean profiles of experiment 2 are used as the initial conditions (Fig. la—d and
Table 5 for numerical values). The same large-scale forcing and surface boundary con-
ditions of experiments 1 and 2 are used, as are the roughness lengths used in experiment
2. The initial profile of potential temperature at 1000 UTC is close to neutrality.

Although the set-up is idealized from the real conditions that occurred on 11 Decem-
ber 2009, we include the observations in the following figures where possible to illus-
trate the expected behaviour. In particular, observations from a 45-m meteorological
tower with six levels (3 m, 9 m, 18 m, 25 m, 33 m, 42 m) of wind speed and temperature
measurements, as well as four levels (7 m, 23 m, 30 m, 38 m) of turbulent-flux measure-
ments are shown. The turbulent quantities are measured by sonic thermo-anemometers
that sample at 10 Hz. Because of the very cold conditions encountered, the instruments
record data for 8 min, which is followed by period of heating for 12 min. Turbulent
quantities were computed over a 60-min period corresponding to 24 min (3 X 8 min) of
effective measurements. We refer to Vignon et al. (2017a) for more information on the
complete derivation of these turbulent quantities and to Genthon et al. (2013) for details
of the temperature and wind-speed measurements.

The boundary-layer height in convective conditions is defined as the level at which
the vertical potential temperature flux is minimum and follows the definition used in
Beare et al. (2006) for stable conditions, where z=/ is the level (divided by 0.95) where
the mean stress reaches 5% of its surface value. The Obukhov length L is also computed
as

2
—<u’w’ +v'w
L= (D

2>(3/4)

where U, V are the zonal and meridional velocity components, @ is the potential tempera-
ture, u'w’, v'w/, 8’w’ are the momentum and temperature turbulent fluxes, k is the von
Karman constant, and g is the acceleration due to gravity.
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The effective diffusivities of momentum Kfnff and heat Ksz are calculated from the total
momentum and heat fluxes and the mean wind-speed and potential temperature profiles
following Beare et al. (2006) as

2 ) 1/2

(2 +(20)”

—
(u’ w +vw

eff __
K. =

and

et _ 0
W= o8 ®)
0z

2.2 Models

In total, 10 different LES models contributed to this exercise (see Tables 1 and 2). All
the models use their own model-specific SGS parametrization and discretization in space
and time (see Table 1). Most of the SGS parametrizations are based either on a prognos-
tic equation for the TKE with a Deardorff (1974) length scale, or a Smagorinsky (1963)
approach with or without a dynamic component. In particular, the CSIRO' and MATLES-
Zmodels use advanced scale-dependent SGS models to calculate the SGS eddy viscosity
(Bou-Zeid et al. 2005; Basu and Porte-Agel 2006), which have been shown to simulate
the SBL reliably even under strong stability (Huang and Bou-Zeid 2013). The University
of Connecticut LES model (UConn) uses the buoyancy-adjusted stretched-vortex model
(Chung and Matheou 2014), and the sensitivity to the SGS turbulence parametrization for
this model is presented in Sect. 4. All models use a MOST-based formulation (see Cuxart
et al. 2006), with an integral formulation to calculate the surface turbulent fluxes following

% =7 @
and

9 0, /7

5 = (i) ®)

with U being the wind speed, L the Obukhov length, u, the friction velocity, 6, the surface
temperature scale and f,, and f;, stability functions often written in stable conditions as

Z

fm=l+ mz (6)

and

! Commonwealth Scientific and Industrial Research Organization LES model (Huang and Bou-Zeid 2013).
2 Matlab LES model based on the locally-averaged scale-dependent dynamic SGS modelling
approach(Basu and Porte-Agel 2006).
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=1 +ﬂh§ (7)

where the j,, ;, coefficients have are model-specific values. Note that the values of the g, ;,
coefficients are not constrained in the present GABLS4 intercomparison and differ from
one model to another (see Table 2 for more details). No moisture is included and there-
fore no microphysical parametrization is needed; radiation is also excluded to focus on
turbulence.

The domain size was set to 1000x 1000 x 1000 m® with a horizontal resolution of 5 m
and a vertical resolution of 2 m at least up to 400 m for experiments 1 and 2. To prevent
spurious reflection from the model top boundary, most models applied a Rayleigh damping
above heights of 600-700 m where the prognostic variables are relaxed towards the large-
scale fields. Tests with a larger horizontal domain indicate that the prescribed domain size
is sufficient (see Sect. 4). For runs starting at 1000 UTC (experiment 3), the domain was
restricted to size of 500 % 500% 150 m?, or even smaller depending on the models, with an
isotropic grid of 1-m resolution. The different sensitivity tests performed for each model
are indicated in Table 2, as well as their configuration (resolution, domain and roughness
lengths).

2.3 Sensitivity Tests

Several models contributed to the exercise with an ensemble of simulations, which ena-
bled the analysis of the sensitivity of the results to the physical parameters and numerical
configuration.

The sensitivity to the roughness length is first tested. Most models (MesoNH,> PALM,*
UConn, MATLES, MONC,’> ELMM?® and CSIRO) contributed with one simulation with
Zom= 1072 m and 7y, =107 m (experiment 1) and an additional one with z,=10> m and
Zo,=10* m (experiment 2). Sensitivity to the SGS parametrization is addressed with one
model. The UConn model was run with the exactly same configuration for runs of experi-
ment 2 with an increasing grid resolution from 5 to 1 m (see Table 3) but with either a
Smagorinsky SGS parametrization or a newly developed turbulence parametrization based
on the buoyancy-adjusted stretched-vortex model (Chung and Matheou 2014). Three mod-
els investigated the sensitivity to the surface turbulent-flux parametrization. Experiment 3
was carried out using the MesoNH, PALM and UConn models with a prescribed relation
to compute surface fluxes from the differences between the first-level and the surface tem-
perature following Eqgs. (1) and (2) with values of 3,,=4.8 and §,=7.8.

The sensitivity to the grid resolution has also been addressed. The PALM and UConn
models were also used to perform additional simulations with a range of horizontal and
vertical resolutions between 0.5 m and 5 m for experiment 2 (see Table 3). For experiment
3, the MesoNH and UConn models also had different horizontal and vertical resolutions,
but note that these models were run on a smaller domain (see Table 3 and 3). Sensitiv-
ity to the size of the domain has been investigated with the help of two models. Several

3 The Mesoscale Non-Hydrostatic model (Lac et al. 2018).

4 The Parallelized Large-Eddy Simulation Model (Maronga et al. 2015, 2020a).

> The Met Office NERC Cloud model, a re-write of the UK Met-Office Large-Eddy Model (Edwards et al.
2014, Brown et al. 2015).

® Extended Large-Eddy Microscale Model (Fuka and Brechler 2011, Fuka 2015).
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Fig.2 Evolution of the vertical structure of potential temperature (see the colour bar to the right) for the
different models (experiment 1) with the boundary-layer height (indicated by dotted lines) diagnosed as
the level of the minimum value of turbulent vertical potential temperature flux in convective conditions or
as the level where the shear is <5% of its surface value in stable conditions (see text for more details). The
x-axis indicates the UTC time and the y-axis indicates altitude [m] above ground level

domain sizes were used ranging from 2.5x2.5x 1 km® down to 0.25x0.25x0.075 km?.
In particular, the PALM model provided a simulation with a 2.5%2.5x 1 km® domain and
a 1x1x1 km? for experiment 2, the simulations with the MicroHH” model were provided
with a 3x3x0.5 km* domain for experiment 1 and the MesoNH model provided two sim-
ulations with 0.5%0.5x0.15 km? and 0.25%0.25x0.075 km® domains for experiment 3.
The sensitivity to the starting time has also been analyzed. The MesoNH and MicroHH
models initiated either from the profile prescribed for experiment 3 (ensemble mean at
1000 UTC) or from the initial profiles at 0000 UTC in order to assess the sensitivity to the
different initializations.
The results of these sensitivity tests are described in Sect. 4.

7 Computational fluid dynamics code made for direct numerical simulation and large-eddy simulation (Van
Heerwaarden et al. 2018).
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Fig.3 Vertical profiles of (a, ¢) wind speed and (b, d) potential temperature during daytime at 0500 UTC
(1300 local time) (a, b) and night-time at 1700 UTC (0100 local time) (¢, d). The observations from the
tower, here and in the following figures, are indicated by pink stars. Note that tower measurements merely
illustrate an expected behaviour but we do not expect a real match due to the assumptions realized in the
definition of the case. Simulations with z,,=107> m (experiment 1) are shown with full lines and those
with z,,,= 107> m (experiment 2) are shown with dashed lines

3 Results
3.1 Diurnal Cycle

Figure 2 presents the evolution of the vertical structure of potential temperature for experi-
ment 1 (nine models). All models represent the convective boundary layer developing dur-
ing the first 7 h of the simulations, with a boundary-layer height defined as the height of the
minimum of the vertical turbulent heat flux, reaching 300-400 m. This is consistent with
the range of summer convective-boundary-layer heights observed at Dome C as reported,
for example, by sodar observations (Casasanta et al. 2014).

Figure 3a, b shows the relatively good agreement between models in representing the
convective boundary layer, although the SAM model displays stronger convection with a
warmer (0.5 K) and higher boundary layer, consistent with its larger sensible heat flux and
larger TKE (Fig. 4). Focusing on the models that use z,,,= 1072 m (shown in full lines), the
spread between the other models is 0.3 K for the boundary-layer potential temperature and
20 m for the boundary-lay er height. With regard to the horizontal structures, the distribu-
tion of temperature fluctuations and turbulence spectra in the boundary layer indicate good
agreement between observations and simulations for the convective period (not shown);
however, the data reveal a greater spread during stable conditions. Indeed, after 10 h, a
SBL develops with a height that varies between models with the highest values for the
CSIRO and MATLES models, which have the lowest spatial resolution (see Fig. 2). This is
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Fig.4 Evolution of a surface sensible heat flux (positive into the atmosphere), b momentum flux at 7 m, ¢
turbulence kinetic energy at 30 m for all the LES results as well as observations, either derived from sonic-
anenometer measurements at 7 m or 30 m above the surface as pink stars, or derived from the relationship
between fluxes and gradients as green triangles, representative of 1.5 m above the surface. Only simulations
with z,,,= 1072 m (experiment 1) are shown here

also evident from the vertical profiles at 1700 UTC (Fig. 3c, d) showing a relatively large
spread of the peak of the low-level nocturnal jet, the boundary-layer height, as well as the
stratification observed at the top of the boundary layer. Part of the differences between
observations and the LES models may be due to the definition of the forcing, which have
been simplified in the studied case.

Figure 4a shows the surface sensible heat fluxes as computed by the individual mod-
els (only the surface temperature is prescribed). The spread during convective conditions
reaches about 10 W m~2, which is of the same order of magnitude as the maximum of the
ensemble mean of 20 W m~%; during stable conditions, the spread still reaches 10 W m2,
which is equal, in absolute value, to the ensemble mean. The simulated fluxes agree more
or less with observations given the uncertainties of in situ turbulence measurements (and
the fact that the observations correspond to flux estimates at either 1.5 m or 7 m depend-
ing on the method of estimates) but issues with the applicability of MOST in such sta-
ble conditions may also explain some departure (Mahrt 2008, 2010). The momentum flux
at 7 m (Fig. 4b and Table 3) in experiment 1 varies from —0.09 m?> s~ to zero depend-
ing on the model with a mean value during convective conditions of —0.065 m* s~2 and
a very small spread, apart from two diverging models; this is larger than the observed
value of —0.025 m? s72. The total (resolved plus subgrid) TKE (Fig. 4c) at 30 m reaches
0.2-0.35 m? 572 depending on the model, and is also overestimated compared with obser-
vations. Using reduced prescribed momentum roughness length of 10~ m (experiment 2
and Table 3) reduces surface sensible heat fluxes, friction velocity at 7 m and TKE at 30 m
mainly during convective conditions, with values closer to observations (not shown). It is
worth remembering that the mean estimated roughness length derived from observations
is also close to 107> m (Vignon et al. 2017b). In the following, we focus on the analysis of
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Fig.5 Vertical profiles at 1700 UTC of (a, b) wind speed and (¢, d) potential temperature from the experi-
ment 2 (a, ¢) and from experiment 3 (b, d) as well as the evolution of the surface sensible heat flux from
1000 to 2200 UTC from (e) experiment 2 and (f) experiment 3. Observations from the tower are indicated
by pink stars in panels a—d, which correspond to meteorological instruments and pink stars for panels e—f,
which correspond to sonic-anenometers. The green triangles indicate values derived from the relationship
between fluxes and gradients. The vertical black line in Figs. Se—f indicates the time at 1700 UTC. The
DALES and MicroHH models are indicated by dashed lines on the left figures as those models only con-
tributed to experiment 1 (larger roughness length) and the comparison with experiment 3 should be treated
with caution as different roughness lengths are used

runs using this value of the roughness length (experiments 2 and 3). The simulation spread
is reduced during convective conditions but not during stable conditions.

3.2 Stable Period

Below, we concentrate on the analysis of the stable conditions, i.e., the period when the sun
is very low above the horizon and the boundary layer is stably stratified. According to the
literature, a 5-m horizontal grid spacing is not fine enough to correctly represent the very
shallow boundary layer during the stable conditions (see Beare et al. 2006; Sullivan et al.
2016 among others). Indeed, Figs. 2, 3, and 4 indicate an absence of convergence between
the LES models for the stable period, which may partly be explained by too coarse a reso-
lution in the simulations.

Figure 5 presents the vertical profiles of potential temperature and wind speed for the
models involved in both experiments 2 and 3 (which differ in resolution and initial pro-
files). The spread among the simulations is clearly reduced from experiment 2 (Ax=5 m,
Az=2 m) to experiment 3 (Ax=Az=1 m) both in terms of intensity and height of the
low-level jet, as well as regarding the height of the maximum positive gradient of potential
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Fig.6 Evolution of the vertical structure of potential temperature during night-time from experiment 2 (a,
¢, e, g, i, k, m) and experiment 3 (b, d, f, h, j, 1, n) as well as the tower observations (0). The time on the
x-axis is presented in UTC

temperature. For example, the standard deviation at 20 m reduces from 0.52 to 0.28 m s~!

for the wind speed and from 2.53 to 1.88 K for the potential temperature. The spread is also
reduced for the turbulent sensible heat flux from ~ 10 to 5 W m~2,

Table 4 also indicates a reduction of spread in the main turbulent characteristics (bound-
ary-layer height, friction velocity, Obukhov length) for those two experiments, which is
caused by the increased resolution rather than by the initial conditions. Indeed, further sen-
sitivity tests revealed that the reduction of the spread is not explained by different initial
conditions (not shown). Figure 6 presents the evolution of the vertical profiles of the poten-
tial temperature for z <42 m, in comparison with the observations collected from the tower
at Dome C. It is evident that the SBL tends to be thinner and to have a stronger inversion
at the top for simulations of higher resolution (it is slightly less evident for the UConn and
PALM models), which is in agreement with previous results (Sullivan et al. 2016; Van
Stratum and Stevens 2015 among others). Also, the models overestimate the boundary-
layer height compared with observations but this may be due to the absence of subsid-
ence in the simulations (Vignon et al. 2017c). The spread in model results is larger when
focusing on variances and covariances for both experiments as illustrated by the evolution
of TKE and the turbulent heat flux (Fig. 7), although there is also a clear reduction of the
spread in the highly resolved simulations. Dotted lines in Fig. 7 show the subgrid compo-
nent of the TKE and indicate a strong decrease of its contribution to the total TKE in the
highly resolved simulations. For the TKE, two estimates are available from observations,
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Fig.7 Vertical profiles at 1700 UTC of (a, b) turbulence kinetic energy (full lines) and subgrid turbulence
kinetic energy (dotted lines) and (e, f) turbulent potential temperature flux as well as (¢, d) wind veer for the
first 80 m above the surface from experiment 2 (a, ¢ and e) and from experiment 3 (b, d and f). Observa-
tions from the tower are indicated by pink stars in panels a—d, which correspond to meteorological instru-
ments and pink stars for panels e—f, which correspond to sonic-anenometers. The green triangles indicate
values derived from the relationship between fluxes and gradients. The vertical black line in Figs. Se—f indi-
cates the time at 1700 UTC. The DALES and MicroHH models are indicated by dashed lines on the left fig-
ures as those models only contributed to experiment 1 (larger roughness lengths) and the comparison with
experiment 3 should be treated with caution as different roughness lengths are used
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Fig. 8 Hodograph of the simulated wind speed at 41 m in experiment 2 (left) and experiment 3 (right). The
DALES and MicroHH models are indicated by dashed lines on the left figures as those models only con-
tributed to experiment 1 (larger roughness lengths) and the comparison with experiment 3 should be treated
with caution as different roughness lengths are used
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Fig.9 Vertical profiles of (a, ¢) momentum and (b, d) heat effective diffusivities normalized by the bound-
ary-layer height (h) and the surface friction velocity at 1700 UTC for experiment 2 in (a, b) and experiment
3in (¢, d). The vertical axis is also normalized by the boundary-layer height

either from turbulence data with a 200-s high-pass filter® or from raw turbulence data. The
difference between the two estimates may reveal the existence of waves, large eddies or
sub-mesoscale eddies that contribute significantly to the turbulence kinetic energy. Fig-
ure 7 also shows the evolution of the velocity components with height, while the vertical
variation of the wind speed from simulations with a resolution of 1 m shows closer agree-
ment than those from more coarsely resolved simulations. Some differences persist, with
the Meso-NH model having the lowest wind speed and the PALM model the highest one.
Figure 8 presents the evolution through time of the wind speed at 41 m with again a better
agreement between the simulations of experiment 3 than those of experiment 2. As shown
in Vignon et al. (2017c, their Fig. 8), observations clearly indicate an inertial oscillation
after the turbulence decay in the evening transition with a frequency of the order of 12 h
as expected from the theory and the latitude of 75 S of Dome C. The simulations agree
with the observations for the inertial oscillation and the period (the geostrophic wind speed
used in the forcing is indicated by the grey square). The reduction of spread for experiment
3 is probably due to the use of the same initialization just at the moment of turbulence

8 This is the classical cut-off frequency used for flux computation, and, using ogive computation, it was
checked that this is appropriate for turbulence measurements in this situation.
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Fig. 10 Vertical profiles at 1700 UTC of the raw vertical flux of potential temperature (a), normalized by
the surface flux (b), the raw vertical flux of horizontal momentum (c), normalized by the surface flux (d),
variance of the horizontal velocity components (e) and the vertical component (f) from experiment 3 as
well as the tower observations (pink stars)

decay in opposition to experiment 2 where the different convective boundary layers gener-
ate different wind-speed profiles. Figure 9 presents the effective momentum and heat dif-
fusivities normalized by the boundary-layer height and the friction velocity and shows that
the spread is also reduced between experiment 2 runs and experiment 3 runs. The profiles
differ significantly from those of the GABLS1 experiment (Beare et al. 2006) in particular
concerning the shapes of the profiles for momentum due in particular to an almost null ver-
tical gradient of wind speed.

In the following, we focus only on the results of experiment 3 that show much closer
agreement between the different models. Figure 10 shows the vertical profiles of the (a)
turbulent heat flux and (c) horizontal momentum flux, and the respective fluxes normalized
by their surface values (b and d), where it is evident that the remaining spread is largely
explained by differences in surface fluxes since, when normalized, the curves almost con-
verge; we also note close to linear profiles. In particular, the MONC model produces a
particularly low wind stress at the surface, which is also visible in Fig. 4b, but the model
has a similar transport of momentum compared with the other LES models when nor-
malized. Figure 10e, f also shows the contribution to the turbulence kinetic energy of the
variance of the horizontal velocity components and the variance of the vertical velocity
component. As expected in stable conditions, the contribution of the horizontal velocity
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components (var-u, v) is stronger than the contribution of the vertical velocity component
(var-w), which is consistent with Huang and Bou-Zeid (2013), who found that turbulence
is much more energetic horizontally than vertically under very stable conditions, causing
‘sandwiched’ coherent structures (Chung and Matheou 2012, Matheou and Chung 2012).
Note, however, a large spread among models in the variance of the velocity components.
Although, the spread among the LES models is reduced for the experiment 3 set-up,
there are still some discrepancies in terms of horizontal variability. This was in particular
investigated by comparing the distribution of the potential temperature anomalies for five
different vertical levels ranging from 7 m to 38 m above the surface, but this is also true
for the anomalies of the three velocity components (not shown). Observations indicate that
horizontal variability is large only at 7 m and strongly reduced at 23 m. Unfortunately, no
information from the observations is provided between 7 m and 23 m. The CSIRO and
DALES’ models give the largest variability at all levels except 38 m, while the MesoNH,
MONC and UConn models show the largest horizontal variability at 14 m. For the hori-
zontal variability of the horizontal velocity components, the maximum is simulated close
to the surface for all the models (not shown). The disagreement with the observations is
consistent with the LES approach predicting deeper boundary layers than observed.

4 Sensitivity Tests

This section summarizes the main conclusions of the different sensitivity tests carried out
in this intercomparison. We first investigate the sensitivity to the numerical configuration
(time of initialization, size of the domain or resolution) and then assess the sensitivity to
the physical parameters (roughness lengths, turbulence parametrization and surface-flux
parametrization).

4.1 Initial Profile

Starting a simulation at either 0000 UTC (0800 LT) or 1000 UTC (1800 LT) had very little
impact on the representation of the SBL for both MesoNH and UConn runs (not shown),
which may be counter-intuitive as we may think that the way the convective boundary layer
is reproduced (especially just before the convective—stable transition) matters for the rest
of the period with stable conditions. However, this may also be explained by the fact that
there is not much spread among the different LES models after 10 h and, therefore, the
initial conditions at 1000 UTC do not differ much from the thermodynamic conditions
encountered in any LES runs.

4.2 Grid Resolution

The PALM and UConn models ran experiment 2 with increasing resolution from 5 to
1 m (see Table 2) and the MesoNH and UConn models ran experiment 3 with increas-
ing resolution from 1 to 0.25 m (see Table 2). The PALM simulations show relatively

° Dutch Atmosphere Large-Eddy Simulation (Heus et al. 2010).
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Fig. 11 Vertical profiles at 1700 UTC of (a, ¢) wind speed and (b, d) potential temperature at 1700 UTC for
(a, b) the MesoNH model or (c, d) the UConn model for various horizontal or vertical resolutions (see leg-
end and Table 2 for details on the resolution) and (e) time series of the surface sensible heat fluxes

little sensitivity to the resolution and results are similar from experiments 2 to 3, with
the UConn simulations showing more differences among the different resolution tests
in experiment 2. Figure 11 shows the resulting vertical profiles at 1700 UTC for the
runs of experiment 3 focusing on the stable conditions. Convergence of the simula-
tions, according to the mean profiles, is obtained for 0.5 m for both the UConn and
MesoNH models. For the MesoNH model, running the simulation with a higher reso-
lution leads to a shallower SBL and low-level jet, and weaker surface sensible heat
fluxes, similar to that reported in Sullivan et al. (2016). It is worth noting that, for the
MesoNH model, the increase in vertical resolution from 1 to 0.5 m has more impact
than increasing the horizontal resolution from 1 to 0.5 m, possibly because a higher
vertical resolution improves the representation of the vertical gradients, which are
rather strong under stable conditions, and of the turbulent structures, which become
anisotropic or compressed in the vertical direction by buoyancy effects. For the sec-
ond-order moments (Fig. 12), the convergence is obtained at 0.5 m for the UConn
model as the 0.25 m has exactly the same results but this is not yet evident in the Mes-
oNH results; this shows that grid convergence is model-specific. Note, moreover, that
the results of Sullivan et al. (2016), Maronga et al. (2020) and van der Linden et al.
(2019) indicate that grid convergence is not reached at grid spacings of 0.33 m and
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Fig. 12 Vertical profiles at 1700 UTC of (a, b) potential temperature turbulent flux, (¢, d) turbulence kinetic
energy and (e, f) momentum flux at 1700 UTC for (a, c, e) the MesoNH model or (b, d, f) the UConn
model for various horizontal or vertical resolutions (see legend and Table 2 for details on the resolution)

0.5 m for the strong and weak SBL, respectively. We must thus assume that even finer
grid spacings may yield different results for the strong SBL, such as that investigated
in the present intercomparison.

4.3 Domain Size

The sensitivity test to the size of the domain performed either for experiment 2 with
the PALM model or for experiment 3 with the Meso-NH model shows very little
change (not shown) and indicates that the domains chosen for the experiments are large
enough. This is expected as the size of eddies is smaller than the scale of the bound-
ary-layer height. During the convective period, the boundary-layer height reaches a
maximum of 300 m, and hence the 1000 m-wide domain corresponds to three times
this value. During the stable period, the boundary-layer height is less than 50 m and a
250 m-wide domain corresponds to five times the size of the largest eddies, implying
that a 500 m-wide domain is sufficiently large. This is consistent with the results of
Sullivan et al. (2016) for a set-up similar to the GABLS1 intercomparison.
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Fig. 13 Vertical profiles at 1700 UTC of (a) wind speed and (b) potential temperature for the UConn model
for two different SGS parametrizations and three different resolutions for experiment 2. Evolution of the
vertical structure of mean potential temperature for both runs at 1 m resolution (c¢) with the buoyancy-
adjusted stretched-vortex parametrization (in black for the other panels) and (d) with the Smagorinsky para-
metrization (in red in the other panels) and (e) time series of the surface sensible heat flux for all runs

4.4 Roughness Length

The simulated turbulence close to the surface depends on the prescribed roughness length
(Zilitinkevich et al. 2006). Miller and Stoll (2013) analyzed how the results of the GABLS1
intercomparison depend on the momentum and thermal roughness lengths showing a
decrease of surface friction velocity, boundary-layer height and Obukhov length with lower
roughness lengths. Here, we have tested how the results for this more stable case depend on
prescribed values of roughness length. Five models were run with the two sets of roughness
lengths, namely 102 m for momentum and 10~ m for temperature for experiment 1 and
1073 m for momentum and 10~* m for temperature for experiment 2. As expected, weaker
turbulence and a shallower boundary layer are simulated for the low-roughness simulations
and the sensitivity is particularly high during the day (Fig. 3 and Table 3). Less sensitiv-
ity is seen during stable conditions. Indeed, during this later period, there is a competi-
tion between the decrease in shear production associated with the decrease of momentum
roughness length and the decrease in buoyancy destruction associated with the decrease of
the thermal roughness length. However, a second test performed with the MesoNH model
for stable conditions with z,, = 107> m and the thermal roughness length of 107> m or
10™* m, reveals very little sensitivity to this change (not shown).
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4.5 Subgrid Turbulence Parametrization

The UConn model performed simulations using two different SGS parametrizations as
detailed in Table 1. The reference parametrization is the buoyancy-adjusted stretched-vor-
tex model (Chung and Matheou 2014), a structural turbulence closure where the SGS flow
is composed of a collection of vortical structures, which are asymptotic exact solutions of
the equations of motion. The additional simulations use the classical SGS parametrization
of Smagorinsky (1963) and Lilly (1962, 1966). The turbulence closure constant of Cs =
0.2 and a turbulent Prandtl number Pr = 0.33 are used based on Matheou (2016). A com-
parison of the performance of the two closures for the GABLS1 intercomparison is pre-
sented in Matheou and Chung (2014). Further sensitivity aspects of the Smagorinsky para-
metrization for the GABLS]1 intercomparison are discussed in Matheou (2016). There is
very little difference between the two runs in convective conditions but a large sensitivity is
revealed in stable conditions, as shown in Fig. 13 for the three resolutions (5 m, 2 m, 1 m).
The Smagorinsky parametrization produces a deeper and less stratified SBL, as well as
larger negative sensible heat fluxes. Analysis of the distribution of the anomalies of poten-
tial temperature indicates that the distribution from the simulation with the Smagorinsky
parametrization is slightly narrower than the one from the observations, while the distribu-
tion of the simulation with the vortex model is slightly broader at 7 m above ground level.
The largest difference between the two simulations is shown at 14 m above ground level,
where no observation is available. Although further exploration of the difference between
the Smagorinsky and the bouyancy-adjusted stretched-vortex parametrizations is beyond
the scope here, the comparison highlights the strong sensitivity to the choice of the SGS
parametrization.

4.6 Surface Parametrization

To assess the impact of the surface-flux parametrization, three models (MesoNH, PALM
and UConn) provide additional runs with a prescribed surface-flux formulation based on
MOST and derived from Eqgs. 1 and 2 with g, = 4.8 and f, = 7.8. The results with the
prescribed parametrization are similar to the original formulation, thus confirming that, (i)
small variations in the MOST empirical fitting coefficients, and (ii) the implementation of
the parametrization do not have a significant impact on the present results. Indeed, the sur-
face Richardson number suggests weak stability where the different stability functions do
not significantly diverge.

5 Conclusion

We have summarized the results of the fourth GABLS intercomparison for LES models
focusing in strong SBL, which is challenging when simultaneously reproducing the con-
vective boundary layer encountered even in extreme polar conditions in summer. Indeed, it
is only recently that the high resolution needed for such simulations has become affordable.
We investigated an idealized SBL although the set-up is inspired by observations. How-
ever, it was simplified compared with real observations with no subsidence, no contribu-
tion of radiation, no moisture and no time variation of the large-scale forcing, and thus did
not expect agreement between the LES experiments and in situ observations.
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We demonstrated that the simulation of very stable conditions requires high spatial res-
olution: the spread of variables averaged over the horizontal domain is strongly reduced
when increasing the horizontal and vertical resolutions from S m and 2 mto 1 m and 1 m,
respectively. As in previously published studies, in the majority of the models, the thin-
ner SBL with a strong inversion is reproduced when using higher resolution. We showed
that the grid length of at least 1 m is necessary to reproduce such cases. Indeed, a relative
convergence of the mean profiles simulated by the different models is observed at such a
resolution, suggesting the maturity of the LES approach in tackling extremely stable situ-
ations. However, even at this resolution, the models diverge for some quantities, such as
the distribution of horizontal anomalies or second-order moments. For some of the mod-
els, sensitivity tests were performed to, (i) the resolution (horizontal and vertical); (ii) the
size of the domain; (iii) the SGS parametrization; (iv) the thermodynamic profile used for
initialization; and (v) the formulation used to compute surface fluxes. The results show
no sensitivity to the size of the domain or the thermodynamical profile used for initializa-
tion, suggesting that the set-up has been well-defined. In addition, little sensitivity to the
formulation used to compute surface fluxes is revealed. However, a strong sensitivity to
the horizontal and vertical resolution, as well as to the choice of the SGS parametrization,
is highlighted, suggesting that, at such high stability, the accuracy and skill of current LES
models are significantly challenged. This also suggests that more work is needed on the
dependence of the LES results on the choice of subgrid-turbulence parametrization and on
the optimized approach in such highly stable conditions. This study highlights the fact that,
while the LES approach should not be taken as an absolute reference in such stable condi-
tions, it still provides an interesting guideline for the development of parametrizations.

Here, a simplified set-up has been used for the simulations, such as neglecting sub-
sidence and radiation, and further studies are needed to document the different interplay
between turbulence, radiation and eventually subsidence from observations and whether
or not this partitioning is correctly reproduced by the LES approach, in line with Edwards
(2009), Edwards et al. (2014), van der Linden et al. (2019) for instance. Preliminary tests
from a more realistic case suggest that a similar turbulent behaviour is obtained with or
without radiation if the water vapour content is set to zero, but this may hide some compen-
sating errors and different thermodynamical equilibria. For future intercomparisons focus-
ing on turbulence in the strong SBL, we recommend using a common simplified surface
scheme and radiation scheme for all the models in order to allow interactions between these
processes without bringing in additional sources of variability by new parametrizations.
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Appendix 1: Initial Conditions

Initial conditions and forcing for experiments 1, 2 and 3 of the GABLS4 intercomparison
are provided in Table 5.
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Table 5 Description of the initial profiles and forcing for the runs initialized at 0000 UTC or at 1000 UTC
as well as the time series of the prescribed surface temperature

Height (m) Initial profiles Forcings

0 (K) U(ms™) V(ms™) U, (ms™) V, (ms™")
Forcing for the runs initialized at 0000 UTC
0 271.3 0 0 0 0
2.5 271.3 1.25 45 1.25 4.5
7.5 271.1 1.25 45 1.25 4.5
434 275.4 1.25 45 1.25 4.5
296.2 278.4 1.25 4.5 1.25 4.5
655. 281.1 1.25 45 1.25 45
702. 281.5 1.27 4.7 1.27 4.7
1043. 284.2 2.13 5.35 2.13 5.35
Forcing for the runs initialized at 1000 UTC
0 276.58 0 0 0 0
2.5 276.58 1.42 1.62 1.25 4.5
12.7 277.15 2.07 2.81 1.25 45
17.9 277.34 222 332 1.25 4.5
334 277.63 2.34 4.32 1.25 4.5
49.6 277.69 2.31 4.64 1.25 45
61.2 277.7 2.30 4.71 1.25 4.5
120.2 277.71 227 4.84 1.25 4.5
150. 277.71 2.25 4.87 1.25 45

Time 00 01 02 03 04 05 06 07 08 09 10 11

Prescribed surface temperature
T(K) 241.5 243.29 245. 24635 247.07 247.44 247.43 247.05 2464 245.1 24331 24121

Time 12 13 14 15 16 17 18 19 20 21 22 23 24

Prescribed surface temperature
T(K) 238.86 236.67 234.43 231.92 231.24 231.15 231.71 232.79 234.58 236.5 238.82 241.25 243.23
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